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Abstract: Virtual learning environments (VLEs) are widening opportunities for people of 
all age groups to learn courses or acquire skills that appeal to them. Recent trends show 
that there is an increase in the use of such environments and their resources. However, we 
observe that there is a significant difference between the number of people registered for 
such courses and the number of people who complete it. We bring about assistance for the 
tutors monitoring these courses by helping them recognize the emotion of students over 
these virtual learning environments. By recognizing specific frames that failed to keep the 
student engaged, we can successfully increase the efficiency of virtual learning 
environments. We propose to achieve this by recognizing the student’s emotions using a 
convolution neural network (CNN) model throughout the content provided, recognizing the 
emotion observed at each frame, and drawing detailed reports to identify the dominant 
emotion. By observing the dominant emotion, the tutor can take necessary actions, which 
would in turn help reduce the dropout rate. 

Keywords—Virtual learning environments, machine learning, facial emotion recognition, 

emotion detection, dropout rate 

 
1. Introduction 

 

Virtual Learning Environments (VLEs) are platforms that provide educational tools and 
informational content on a variety of topics and are available over the internet. The content 
provided on such platforms is in the form of text, audio, or video files. These are accessed 
by users of different age groups to learn and acquire new skills. Lately, a stark increase in 
demand for such virtual provisions was observed, as these online courses are accessible 
even in remote corners of the world for a minimal fee. However, studies reveal that even 
though there is an increase in demand and registrations for VLEs, there is a high dropout 
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rate among students who register for the course or content. This reduces the efficiency of 
VLEs. 
In conventional methods (like classroom environments), the tutor can assess students’ 
interest and engagement levels easily in person by observing their expressions, body 
language, actions, interactivity, and can alter their methods of teaching accordingly. 
However, this is quite difficult to monitor in the scenario of VLEs, where there are 
restrictions on the coverage area of the webcam and limitations on what can be observed.  
An effective way to understand a student’s engagement level in a particular course is by 
analyzing their emotions. An important component of understanding emotions involves 
recognizing the student’s facial expression. Determining this would give us an 
understanding of the student’s emotions. For instance, a happy expression indicates a 
student’s interest in the virtual content, whereas an annoyed expression indicates 
disinterest. These indicators are used to determine the emotion in our proposed 
methodology. 
The use of machine-learning models has increased greatly in the last few years for various 
purposes. Keeping this in mind, a machine learning model is implemented to carry out 
emotion detection efficiently and easily.  
Machine learning models have many more real-life applications and it is truly 
revolutionary. Feature extraction and classification have applications in almost every field. 
Some applications include surveillance and security, marketing, hiring, transportation, 
banking, social media, medical image computing, and recommender systems. 
Our proposal makes use of its applications is in online learning platforms, which are in high 
demand, as there is a noticeable shift and focus on moving on from conventional methods 
of learning.  
By identifying the emotions induced on the student throughout the course, the course 
material can be altered to keep the student’s interest throughout the course, motivating them 
to complete the course successfully.  
In this paper, we propose a web application to assist the tutor in identifying the content that 
fails to keep the student engaged, motivating them to take necessary actions to prevent the 
student from dropping out of the course. We classify different emotions into three broad 
categories: interested, not interested, and neutral.  
The students’ emotions are recognized by our CNN model throughout the length of the 
provided content. The emotions are recorded against each frame and are then visualized 
through graphs to identify the dominant emotion of the student taking the course. The tutor 
can then make use of these observations. 

 
 

2. Literature 
 

Our method of reducing dropout rates from courses offered on Virtual Learning 
Environments involves identifying a student’s expressions and classifying them into one of 
three categories, i.e., interested, neutral, or not interested. There exist different methods and 
architectures used to recognize facial expressions since, and has a wide range of applications 
in real-time. We implement a convolutional neural network to achieve a lower dropout rate 
as it is quick and efficient. 

The utilization of VGG16 [1], a pre-trained Convolutional Neural Network model, was 
proposed to be used with the Viola-Jones face detection algorithm to detect the facial region 
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in images captured, and classified using the kNN classifier. The classifier classified the 
user’s emotions into six different categories, i.e., anger, fear, joy, disgust, surprise, and 
sadness, successfully with an accuracy rate of 86%, with deep feature extraction boosting 
the accuracy by 4%. 

In [2], the KLT tracker was proposed to be used for emotion recognition in video frames 
along with the HoG feature for feature extraction, combined with the SVM and kNN 
classifier. The SVM classifier was found to result in higher accuracy than the kNN classifier 
for the 5 classes of emotions- anger, fear, joy, sadness, and pride. 

Reference [3] tested four DBN models to identify if they yielded higher accuracies than other 
classifiers: DemoFBVP (a simple two-layer DBN model), f+DemoFBVP (a two-layer DBN 
+ feature selection pre-training), DemoFBVP+f (a two-layer DBN + feature selection post-
training) and 3DemoFBVP (a three-layer DBN model). Multimodal features are generated 
with these architectures from body, voice, and psychological data. It was observed that in 
each case, these DBN models perform better than the SVM classifier by yielding a higher 
accuracy. 

A hybrid model of CNN and RNN was proposed in [4] and tested against simple baseline 
models, including the CNN model. The integration of CNN and RNN into one model 
resulted in better performance, and higher accuracy compared to other baseline CNN 
models. 

The Viola-Jones algorithm was paired with a two-module approach (eye detection module 
and head rotation module) in [5] to determine the concentration levels of the student in each 
frame. In a 10-minute sample video, the students’ emotions were successfully classified into 
three levels of concentration- medium, low, and high.  

A Feedforward Deep Convolution Neural Network (FDCNN) model is proposed in [6] to 
classify human emotions with body movements over a sequence of frames. The person’s 
webcam is used to capture the body movements along with their facial expressions. The 
FDCNN model resulted in 95.4% accuracy, which was higher compared to other models 
tested. The first dataset was classified into emotions of anger, joy, fear, sadness, and pride, 
and the second dataset was classified into emotions coupled with actions, in different 
combinations (emotions-happy, sad, angry, untrustworthy, and fear, actions- sitting, walking 
and jumping). 

Image processing techniques play a major role in feature extraction on captured images. The 
fields of yawn detection were explored in [7] to identify if the driver was drowsy to reduce 
accident rates significantly. This essentially includes detecting the face, mouth, and eyes of 
the person in the driver’s seat. 

Different combinations of feature extraction and emotion intensity recognition are compared 
in [21] to identify the best combination. Gabor Filters, Histogram of Oriented Gradients 
(HOG), and Local Binary Pattern (LBP) are the feature extraction models used, and SVM, 
RF, and kNN are the classifiers used for emotion intensity recognition. Various 
combinations from these were tested on five different datasets. The highest accuracy of the 
emotional intensity observed was 97.16% from the LBP+SVM classifier combination.  

A three-layer architecture was proposed in [8] that gives rise to the concept of adaptive 
content on a well-known massive open online course (MOOC) platform named Open EdX, 
which enables the extended platform to update content such that it is best suited for the 
student based on their profile. The main aim is to promote the idea of software solutions 
adapting to the user, and not vice versa. 
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3. Proposed Work 
 

Our proposal for reducing the dropout rate in VLEs involves three steps. The first step 
involves capturing the student’s emotions through the webcam throughout the content 
provided and classifying the emotions into one of three categories: interested, neutral, and 
not interested. The second step involves building an API that visualizes the emotions 
against each frame and identifies the dominant emotion experienced with the help of graphs. 
The final step involves calling the API over a web application that enables the tutor to 
observe multiple students’ reports at once. 
 
The student’s emotions are captured in real-time through their device’s webcam throughout 
the course content. These produce 48x48 pixel frames that are then translated into their 
weights. These images are acquired and then preprocessed, after which feature extraction 
is performed on these images using image processing techniques. The preprocessed data is 
stored as a dataset and is used to train the convolution neural network model to classify 
emotions into assigned categories.  
 

 
Figure 1. System design 

 
Our second step involves visualizing the emotions onto graphs that track each emotion 
observed against each frame over the length of the content provided to the student, and 
indicate which is the dominant emotion. This is achieved using the ‘plotly’ library in 
Python. 
 
The third step involves integrating these two modules (the emotion recognizer and the API) 
into a web application generated using Python’s library ‘dash’. At the end of the user 
session, the web application contains the frames vs. emotions graph. This graph is then 
carefully observed and the weights of each class are used to generate a bar graph 
simultaneously, indicating which is the dominant emotion. The tutor is allowed to view this 
dashboard and take necessary measures to keep the student engaged and reduce the dropout 
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rate. This process of identifying areas that need improvement is easily done using the 
frames vs. emotion graph. Students whose dominant emotion is ‘not interested’ are most 
likely to discontinue the course and dropout.  
 

A. Dataset Description:  
The dataset consists of over 35,000 image samples with different emotions. This dataset is 
split into a training set (80%), validation set (10%), and testing set (10%). The dataset 
consists of a wide range of emotions and is broadly classified into the following categories: 
• Interested- positive emotions such as happy or surprised, which indicate students being 

engaged in the content 
• Neutral- blank expressions, which don’t indicate emotions that could negatively affect 

the result  
• Not interested- negative emotions such as annoyed, irritated, or angry, disgusted, 

fearful, or sad, indicating that the student isn’t interested in the content provided in the 
course. 

 

B. Model Architecture:  
We use a Convolution Neural Network (CNN) model to detect the student’s emotions. The 
proposed model has four 2D convolution layers. The input layer containing the original 
image is connected to the first convolution layer (Conv2D layer), after which a batch 
normalization layer is attached, and the next convolution layer is stacked on it. These batch 
normalization layers boost the values of the extracted weights, which fastens the training 
process. Each layer is followed by a max-pooling layer that down-samples the images and 
reduces dimensions. This allows extracting features from the images. The combination of 
these convolution layers, batch normalization layers, and max-pooling layers are then 
followed by fully connected neural network layers, which operate on the images that have 
been flattened, further followed by dropout layers to prevent overfitting of the model.  
The emotions are then classified into one of the three categories, namely, Interested, 
Neutral, and Not Interested. The model is then compiled and trained for 17 epochs using 
the given dataset.  
 

 
Figure 2. CNN model architecture 

 
4. Experimental Results 

 
The dataset is split into a training set, validation set, and a testing set. After successfully 
training the CNN model, we were able to classify the student’s emotions into one of the three 
categories: 
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• Interested 
• Neutral 
• Not interested 

After training the model for 17 epochs, its performance parameters are closely observed. 
The confusion matrix gives us the number of True Positive (TP), True Negative (TN), False 
Positive (FP) and False Negative (FN) values. 
 

 
Figure 3. Confusion Matrix of the CNN model 

 
These values are used to calculate various performance metrics such as the precision, recall, 
and F1 score of each category, and the overall accuracy. 
 
The overall accuracy is the ratio between the correct number of predictions and the total 
number of predictions.  
 

 
 

 
Figure 4. Accuracy of classification 

 
As observed in Figure 4, the overall accuracy of the model is 76%. 
 
The precision, recall, and F1 scores for each classification are calculated (as shown in Table 
1). 
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Table 1. Performance matrix of the model on each category 

Class Precision Recall F1-Score Support 

Not-
interested 

0.783 0.770 0.776 1641 

Interested 0.772 0.874 0.820 1362 

Neutral 0.622 0.461 0.529 586 

 

The model is then tested to determine if the emotions are accurately detected. The 
observations are shown in Figure 5, Figure 6, and Figure 7. 

 

 
Figure 5. CNN detects student is interested 
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Figure 6. CNN detects student is neutral 

 

 
Figure 7. CNN detects student is not interested 

 

Figure 8 compares the student’s emotions against every frame on the Y-axis and X-axis 
respectively for the length of the content provided. The sections of content that failed to 
engage the student are identified through this graph.  

 

 
Figure 8. Emotions detected for each frame of content shown 
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The frequency of these emotions is then represented using a bar graph. This is to visually 
determine the dominant emotion a student experiences (as shown in Figure 9). 

 

 
Figure 9. Class vs. Frequency bar graph 

 
The graphs are combined into an API (refer Figure 10) for re-usability and are hosted on a 
web application. This is created using ‘dash’, a Python library. When the user session is live, 
the student's emotions are recorded against each frame (as shown in Figure 11).  

 

 
Figure 10. API containing the graphs 

 

 
Figure 11. Web application during the user session 

 
Once the session ends, the tutor is allowed to access every student’s report on the faculty 
login web application using the API imported, consisting of the emotions vs. frame graph 
and the class vs. frequency bar graph (Figure 12).  
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Figure 12. Web application after the user session ends 

Each student’s report can be accessed by the tutor through this application. If the dominant 
emotion is ‘interested’, it indicates the student is engaged, and hence a low chance of the 
student dropping out. But if ‘not interested’ is the dominant emotion observed, the tutor can 
take necessary measures and alter the contents to keep the student engaged for longer. This 
strategy enables us to reduce the dropout rate for a particular course in virtual learning 
environments effectively. 

 

5. Conclusion and future work 
 
The proposed CNN model runs with an accuracy of 76% and successfully classifies student’s 
emotions into one of the three categories- Interested, Neutral, and Not Interested. We 
visualize the student’s emotions throughout the content and create an API that can be re-
used. A web application is built that can monitor multiple students at once. It contains the 
API with the frames vs. emotion graph, which portray which areas of the course material 
failed to keep the student engaged, and a bar graph, which denotes the dominant emotion 
experienced by the student.  

In the future, this application can be deployed on a cloud service and reused for other virtual 
learning environments. This concept can even be extended to create a tool or widget 
compatible with various browsers where virtual learning environments are streamed that 
would automate this process.  
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