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Abstract:Spontaneously allocated duties and their execution are one of the biggest duties of 

the processor. But it can be observed some time that the overall load is not divided equally, 

therefore the potentiality of the overall execution system can be lower. Therefore, the work-

stealing process is present where the load becomes balanced in each of the cores effectively. 

The basic topology of the whole work-stealing process is very simple. Cores from different 

regions of the process have access to steal work whenever it becomes necessary. In case of 

any necessity when the load becomes heterogenic, the cores steal the load and make it 

balanced effectively. Different procedures are present for example the organizational SSL, 

SLL, LLL, and LLS. Through these, the work-stealing procedure can be done according to the 

work level or the priority. 
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1. Introduction

Work stealing is a very popular load balancing technique in the world of dynamic 

parallelism. It is used to maintain a pool of workers, each of which maintains a double-ended 

queue or the deque of tasks. Generally, the theory of work-stealing methodology comes from 

the fact of the whole process where the local deque becomes empty. However, it may happen 

that the victim is also running out of work. Thereby, this becomes a more dramatic case, 

where the thief also runs out of the work or jobs. Therefore this situation is known as the 

failed steal attempt, as the thief is unable to receive any job by applying the process of work 

Stealing.  

In this generation, supercomputers are coming with a lot more power delivery systems, 

including multicore processors, a wide mixture of the shared memory and distributed memory 

parallelism. There, a lot of work-stealing processes are present.  The whole research is aimed 

to identify the proper aspects of the work scheduling model and comparing the possible work-

stealing methods. Discussing the advantages and disadvantages and the application of the 

theories are having the highest priority in this whole research during the comparison. 

The research is going to be done in the following way where the systematic design will 

follow the basic structure of details about the specific algorithms and comparison between 

those with the help of several aspects. 
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2. Work stealing 
 

Work Stealing is a process which was proposed in the market regarding the execution of 

the functional programs on the virtual tree of multithreaded processors. Almost in every case 

parallel computing provides better output and performance measurements. The pre-

installation environment or the PE of the computing environment plays the main role in the 

work-stealing process. Different procedures are present to do the overall process [1]. The 

main algorithm works based on the following structure. Generally, PE searches for the 

existing work or task for execution. If the PE finds any task then it will acquire that and take 

that for the next level processing. At the same time if the PE does not find any type of tasks in 

the computing environment it throws a stealing signal to another appropriate PE. If the PE 

does have any type of remaining task then the blank PE will steal and execute that whereas, if 

the other PE also remains blank then the stealing signal reverts to a blank signal or 0. In this 

scenario, the PE fails to steal the task from another PE in the computing environment. The 

whole process is known as work stealing [2]. The case where the stealing process reverts the 

signal 0 or null is known as the failure of the stealing process. On the other hand, when the 

stealing process has more than one choice, the PE will select all the choices and send those to 

the thief directly from where the stealing attempt was initiated. The simplest version of the 

stealing process is the Random stealing process, where the targets for steal attempts are 

chosen in a randomized way. In this process, the stealing target faces a lot of attempts but the 

victim sends a single task as a response to the thief [3]. 

 

 

3. Different types of work stealing 
 

Generally, in the world of work-stealing, there are mainly four types of processes present. 

SSL, SLL, LLL, LLS are the four parts of work-stealing. All the parts are described below. 

3.1. SSL 

The SSL stands for the small-small-large distributed system. When it is important to 

respond to a still attending from the same type of PE for the same type of cluster level, it is 

important to select the smallest task. In this SL system, the victim always wants to keep the 

thieves busy remotely for a longer period, than the pre-installation environment from the 

same cluster. It happens because it pushes the themes to request for work by having a longer 

duration with the previous one. The overall process is done through a very high latency 

network. Therefore the thief becomes forceful to send the Steel attempts signal in terms of 

continuing the overall process of parallel computing in the distributed system [4].  

3.2. SLL 

The SLL stands for a small large large system. Choosing the smallest task only for the 

same pre-installation environment level and selecting the biggest task for all other levels are 

considered in this type of distributed system. Therefore the overall system of choosing the 

performance level of the parallel computing is very much affected by this system in the 

distributed system. Generally, when the overall system is having a theft attempt to the main 

victim from the side of the thief regarding the work-stealing, the PE or the pre-installation 

environment does not care about the sources of the attempt. That means the overall 

functionalities of the SLL does not have a focus on the clusters. It can be the same cluster or a 

different one [5]. On the other hand, it specifies the largest tasks for the other PEs as well. 
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Therefore it can be understood that the effectiveness of the SLL is very much associated with 

the overloads recovery of every possible corner that a distributed system used to have. For 

example, let's assume that one corner of the system is heavily loaded, whereas the other 

corner of the system is lightly loaded. Therefore it becomes an unequal situation. The work-

stealing is the process which is used to push a theft attempt and steal some of the work from 

the heavily loaded corner and distribute that into the remaining corners for establishing 

equality in the system [6]. The system itself is recognized as the PE where more than one PE 

can be presented in one system. When the work-stealing process used to have a big role play 

in the whole system design, then it is known as the distributed system as all the tasks are 

distributed in equal formats. Besides this, SLL is a type of this system which is focused on 

overheads of offloading minimal tasks. Here the large tasks are not considered for the remote 

PEs effectively. The policy of this system is quite similar to the FCFS policy [7]. 

3.3. LLL 

The LLL is considered as the Large LargeLarge system. The model itself defines that it is 

associated with large tasks only. Therefore the system faces a lot of greedy approaches, such 

as executing the larger task in a short amount of time and some of the others. Besides this, the 

system is also having a lot of similar tasks from different PEs [8]. There, an idle PE is present 

which is only responsible to handle this type of large task. It takes up almost ⅕ th of the 

overall CPU cores while performing the functions effectively. During the execution of the 

large tasks, the performance of the CPU becomes lower in other areas, therefore it pauses the 

execution of smaller tasks to provide the best efficiency to the larger task execution cores [9].  

3.4. LLS 

The LLS stands for Large Large Small. This LLS system is mainly focused on large tasks 

whereas it is also focused on small tasks as well. The LLS mainly helps to take the large tasks 

for the same clusters and same pre-installation environment whereas the other clusters are 

also used but in a remote way for having a better execution process of the small tasks. 

Generally, the larger task execution starts first due with the help of the nearby victim. During 

the process of the larger task execution, another remote PE helps to execute the small tasks 

effectively. This system works only in particular sequences when the number of tasks is equal 

to the number PEs in the whole distributed system [10]. 

 

 

4. Comparison in the work-stealing processes 
 

Table 1 compares the different work-stealing process that used for load balancing in a 

distributed system. 
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Table 1: Comparison of different work-stealing processes 

Facts SSL SLL LLL LLS 

Work Load In the SSL the 

workload is 

having three 

segmentations. 

Where the small 

tasks get the 

highest priority to 

be executed. 

Large tasks are 

having the lowest 

priority. 

In the SLL 

system, the 

workload is 

also divided 

into three 

segments. But 

here the small 

tasks have the 

highest priority 

of execution 

and after that, 

the logistics 

will get 

permission for 

execution [8]. 

In the LLL 

system, the 

workload is 

divided into 

three sections 

where each of 

the sections is 

responsible to 

execute the 

larger tasks 

only. 

 

In the LLS system, 

the workload is also 

divided into triple 

segments where the 

larger tasks are 

having the highest 

priority for execution 

and the smaller tasks 

are also having the 

medium priority. 

During the execution 

of the larger task and 

extra PE helps to 

execute the smaller 

task at the same 

amount of time [8]. 

Priority The smaller task 

has the highest 

priority in the 

overall 

processing. 

The smaller 

task has the 

highest priority 

in the overall 

processing 

where the 

largest tasks 

also have 

permission to 

execute at the 

same time. 

Largest tasks 

have the 

highest 

priority in the 

overall 

processing. 

Although larger tasks 

have the highest 

priority of execution 

the smaller test is also 

executed separately 

with the help of other 

pre-installation 

environments. 

Policy The small small 

large system 

follows the basic 

format of FCFS 

policy. 

The small large 

large system 

also follows the 

FCFS policy 

Large 

LargeLarge 

does not 

follow the 

FCFS policy. 

Large large and small 

systems are also 

associated with the 

FCFS policy. 
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Algorithms In this scenario, 

the remote cluster 

level selects the 

largest tasks. 

In this 

particular 

scenario, the 

source does not 

have any 

importance at 

all. It can be 

any cluster 

having the same 

identity or 

different from 

each other. 

LLL system 

does not use 

any type of 

remote 

clusters for 

the ultimate 

execution [8].  

LLS uses the remote 

cluster for selecting 

the smallest task to 

execute at the same 

time when the largest 

tasks are getting 

executed. To support 

this execution it uses 

an extra pre-

installation 

environment present 

nearby the victim. 

The 

latency of 

the 

network 

SSL system does 

use the latency 

network to have a 

significant gap 

between two theft 

attempts and have 

a single victim 

based task [11]. 

SLL does not 

use the latency 

network. 

The LLL 

system does 

not use the 

latency 

network. 

LLS system the over-

saturated network or 

bisect network where 

two to three PEs work 

in a single time. 

 

5. Conclusion 
 

 

Heavy-duty performances are very much observed in the current date in every 

circumstance, especially in the IT industries. Therefore parallel computing and some other 

topologies come into the scene. The distributed system is considered when the multiple 

functions are needed to be executed at the same time. It generally helps to divide the overall 

tasks into two segments one is the largest tasks and the other one is the smaller task. The 

systems defined above are the four combinations of the overall workflow system that are used 

in terms of managing all the tasks. Each of those has separate duties in separate 

circumstances. To have a greater idea about the work-stealing process in short but very 

deeply, it is recommended to follow the whole research effectively. 
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