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Abstract 

Generating accurate Predictions of Financial Market movements has always been a key goal for all 

stakeholders of an economy. The various algorithms used for time series forecasting. It can be 

categorized into linear model (ARIMA, SARIMA) and non-linear models (neural networks). A linear 

regression model is not suitable  for time series because these model are neglected a problems on time. It 

adds additional information that makes time series problems even more difficult to handle .The 

traditional model used to predict time series like autoregressive integrated moving average (ARIMA) and 

seasonal autoregressive integrated moving average model (SARIMA) but this model is not sufficient for 

time series .that’s why Neural Networks (NN) is important essential for time series forecasting. Only 

certain type of Neural Networks Suitable for time series model .Such as Convolutional neural network 

(CNN) and Long Short-Term Memory (LSTM) neural networks. These machine learning models that 

enable better predictions by improving the accuracy of time series. In this paper , different time series 

models are taken and compare them with neural networks for predict the returns for the S&P500 

(Standard & Poor's 500 ) index .This paper also concludes that neural networks is suited for time series 

forecasting . The experiments were executed in jupyter notebook 6.0.3 .the codes and simulations were 

implemented using python 3.6.5 with a dependency of  tensorflow 1.15.0 and keras 2.3.1  
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1. Introduction

The Stock Market refers to the collection of markets and exchanges where regular activities of buying, 

selling, and issuance of shares of publicly-held companies take place. When we talk about Indian Stock 

Exchanges, most of the investing population has heard of two stock exchanges in India. Bombay Stock 

Exchange (BSE) and National Stock Exchange (NSE). A Stock Exchange is a place or platform which 

hosts a market where buyers and sellers come together to trade stocks during specific hours of business 

days. A stock or share also known as a company's equity is a financial instrument that represents 

ownership in a company or corporation and represents a proportionate claim on its assets what it owns 

and earnings what it generates in profits. The share prices are set by supply and demand in the market as 

buyers and sellers place orders. An index measures the price of stock and performance of a basket of 

securities using a standardized metric and methodology. A passive index investing has become a popular 

low-cost way to replicate the returns of popular indices such as the S&P 500. The S&P 500 indexes or 
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the Standard & Poor's 500 index is a market-capitalization-weighted index of the 500 largest U.S publicly 

traded companies. The S&P is a float-weighted index, meaning company market capitalizations are 

adjusted by the number of shares available for public trading. As a result, there are many funds designed 

to track the performance of the S&P. Time Series Forecasting is a technique for the prediction of events 

through a sequence of time. The techniques predict future events by analyzing the trends of the past on 

the assumption that future trends will hold similar to historical trends. Time series forecasting starts with 

a historical time series. It analysts examine the historical data and check for patterns of time 

decomposition. Neural Networks generates the best possible result without needing to redesign the output 

criteria. Neural network helps to predict time series forecasting. Because its easy-to-extract features, good 

at extracting patterns easily, support for multiple inputs and outputs, easy to predict from training data in 

Financial Market. 

 

2. Literature survey  

In this research study, the following models are taken for literature study and are compared with proposed 

models. 

2.1. Linear Regression- It is a Statistical Method for examining the relationship between a dependent 

variable and one or More Independent Variables. [13].
 The problem with Linear Regression, It‟s a 

dependent variable  usually affected by the independent variables. Linear Regression is limited to linear 

relationships. It only looks at the mean of the dependent variable and also linear regression is sensitive to 

outlier. 

2.2. ARIMA -Based on Autoregressive Integrated Moving Average, or ARIMA, is a forecasting method 

for univariate time series data [3]. It supports both an autoregressive and moving average elements. The 

integrated element refers to differencing allowing the method to support time series data with a trend. A 

Problem with ARIMA is that it does not support seasonal data. That is a time series with a repeating 

cycle. ARIMA expects data that is either not seasonal or has the seasonal component removed [5]. 

2.3. SARIMA -Based on Seasonal Autoregressive Integrated Moving Average, or SARIMA, is an 

extension of ARIMA that explicitly supports univariate time series data with a seasonal component [14]. 

The problem with SARIMA model is, it can only extract linear relationships within the time series data. 

2.4. Neural Network -A Neural Network is a series of algorithms that endeavors to recognize underlying 

relationships in a set of data through a process that mimics the way the human brain operates. Neural 

Networks are potentially useful endemic time series forecasting methods because of their strong nonlinear 

mapping ability and tolerance to complexity in forecasting data. They are especially useful when a 

nonlinear relationship exists within the time series data. 

 

3. Related Work  

Before deep learning era financial time series modeling has mainly concentrated in the linear model. Any 

modifications on this model and the result have proved that the traditional time series model does provide 

decent predictive power to a limit forecasting. The work showed that provided more accurate forecasts 

than the back-propagation of a neural network [11][9]. Recently deep learning methods have demonstrated 

better performances when compare to linear model. Because of the improved computational power and 

the ability of learning non-linear relationships enclosed in various financial features [6]. 
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Compared different deep learning architectures including LSTM and CNN models for the prediction of 

stocks index they concluded that CNN architecture is capable of identifying changes in trend of stocks 

and outperforms other models. LSTM and showed that the resulting model beat the performance of 

traditional model. It also improves the accuracy of the prediction. The performance of LSTM and CNN 

will be further boosted by feeding relevant data based on financial domain knowledge they provide better 

result with much lower prediction errors [3].  

4. Proposed Work 

4.1. Data and Methodology  

This analysis involves information on the stock indices of  Nifty 500 Index covering the period from 2000 

to 2020 and having a total number of 7661 observations. On the idea of this information, to determine 

various time series model to predict the returns for the S&P 500 index. 

The proposed work focus on EDA (Exploratory Data Analysis). EDA Process Specifically Focuses on 

Understanding Characters of Data, Finding Meaningful Patters in Data, Possible Modeling Strategies, 

Debugging Strategies and Visualization of Results. 

 

 

Figure 1: Exploratory Data Analysis 

Table 1:  Nifty 500 Index Data Set 
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4.2. Data Stationary 

It‟s a property of time series data stating that the distributional properties (mean and standard deviation) 

of the data series have not changed across time for forecasting. It‟s important that the data be stationary 

because in the absence of stationary, one is asking the model to predict data that is nothing like anything it 

has seen before. A Common Test of Stationary is The Dickey-Fuller Test. Such as if the P-Value 

associated with the Dickey-Fuller Test Statistic is Greater than 0.05, State that the Data Is Not Stationary.

 

Figure 2: Without Data Stationary of Nifty 500 index  
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From the above results, the p-value is 0.964552; leading to the conclusion that the nifty500 index series is 

not stationary. It can be further seen more clearly from the graph. The clear upward trend of the rolling 

mean and rolling standard deviation signals that nifty500 is not stationary.To make the data as stationary 

as possible the easiest ways of making the data stationary is to calculate the first difference for level 

variables (like indices) .the first difference in the percentage change in relation to the previous time 

period. For percentage variables, it‟s the value of the variable in the current time period subtracted from 

the value of the variables at the previous date. 

 

Figure 3: With Data Stationary for Nifty 500 index 

From the above graph, the percentage change in nifty 500 indexes is stationary as the p-value is less that 

0.05.again, for greater intuition look at the graph - the rolling mean and rolling standard deviation lines 

are along are almost flat meaning that they don't change in a statistically significant manner over time. 

4.3. Training, Validation and Testing 

The objective of a machine learning methods is to predict the dependent variable as accurately as 

possible. To minimize the predicted error (the difference between the actual value and predicted value).to 

measure the predictive accuracy of a model, it is important that the forecast accuracy be measured out-of 

sample as the training accuracy can be made arbitrarily high through over fitting. If we use the entire out-

of-sample data for testing, we may over fit to the out-of-sample data (data leakage), resulting poor true 

generalizability.To protect against „data leakage‟, split the out-of-sample data into two parts: validation 

data and testing data. The training, validation and testing data can be organized in many ways such as, 

Cross Validation: Bootstrap sampling for cross sectional methods but not suited for time series. 

Fixed Window: Training, Validation and Testing Periods Demarcated By Dates 

Rolling Window: Shifting a Window of Fixed Size - By One Observation Successively Expanding 

Window - Increasing the Window Size by 1 Successively 
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4.4. Rescaling Normalized Data 

Normalize the data in the training sample because machine learning methods are not scale invariant. Scale 

it to being between -1 and 1 as that is the appropriate scaling for data when being input into a 

Convolutional Neural Network (CNN) And Long Short Term Memory Network (LSTM).Here scaling for 

all the methods to make the prediction errors comparable. 

4.5. Metric to be used to Gauge Accuracy of Forecasts 

The most commonly used metric for gauging the accuracy of time series forecasts is the Mean Squared 

Error (MSE). 

  (1) 

The higher the MSE, the worse is the predictive accuracy of the model. Thus for each model, it is desired 

that the MSE be minimized. 

 

5. Experimental Results  

After training the model, the result of testing has shown different results. The proposed work uses data 

from the past to predict the return on the dataset. To assess the model, our primary model performance 

metric is Mean Squared Error (MSE). The MSE will be performed on the test data, which is totally 

unseen from the training and development stages. It is calculated between our predicted price and the true 

price.  

5.1 Linear Model - ARIMA / SARIMA model  

ARIMA models describe how each successive observation is related to the previous observation [6]. The 

seasonal ARIMA (SARIMA) is capable of modeling the seasonal components in a univariate time series 

in addition to the autoregressive, moving average and trend components typically modeled by ARIMA. 
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Figure 4: Result of ARIMA / SARIMA MODEL 

Based on above results we face challenges on ARIMA models. They are generally poor at predicting 

turning points. As the number of steps forecasted ahead in the future increases, the forecast converges to 

the mean. The model of ARIMA and SARIMA, where no differencing was performed to change the 

stationarity. However, the model gave a linear prediction from test data, even the forecasted trend is 

opposite to the real price trend. The results suggested ARIMA model did not perform well in predicting 

non-linearity and long-term prediction. 

5.2 Neural Network Model  

A neural networks are forecasting methods that are based on simple mathematical models of the brain. 

 

 
 

Figure 4: NEURAL NETWORK MODEL 

Here We Consider Two Methods: 

1) 1Dimensional Convolutional Neural Networks (1D-CNNs) 

2) Long Short Term Memory (LSTM) Networks 
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5.2.1. Convolutional Neural Network (CNN) Model: 
Convolutional Neural Networks (CNNs) can extract information from the temporal structure of the data 

by preserving the spatial/ temporal structure of the data in the input layer. Using filters which look for 

patterns in spatially adjacent data. The information extracted by the filters is known as a Feature 

Map.Each additional feature results in a new feature map extracting a more complex feature. For a time 

series dataset, a filter can only move along 1 dimension - time 

The CNN Layer may be followed by a sub-sampling layer which reduces the noise in the learned features 

(i.e. the feature maps). The Sub-Sampling Layer is followed by a Regression Layer . 

CNN Model Training Start: 

 

CNN Model Training End: 

 

CNN Training Results: 
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Figure 6: Result of CNN MODEL 

Based on the above results the MSE is reduced compared to ARIMA/SARIMA model. 

5.2.2. Long Short Term Memory Network (LSTM) 
A CNNS for time series data is that they do not draw information from the sequential nature of 

independent data. LSTM networks draw information from the sequential nature of the data because they 

have memory and it remembers what it has seen. LSTMS build short and long term memories by 

revealing data to the hidden nodes in a sequential.Each LSTM node is comprised of LSTM cells. The 

long term and short term memory is updated in each LSTM cell upon being exposed to each subsequent 

element of the sequence, conditional on the output of each „gate‟. Gate is a neural network with a 

sigmoid/logistic activation function which determines how the memory updated by accepting as inputs as 

the current elements x of the sequence and the outputs of the previous LSTM cell. 
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LSTM Model Training Start: 

 
LSTM Model Training End: 

 

Training Result of LSTM: 
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Figure 7: Result of LSTM MODEL 

Table 2:  Performance Analysis 

 

Name of the Model 

 

Type of Relation 
Accuracy of MSE (In terms of %) 

Result of Validation Result of Test 

ARIMA/ 
SARIMA 

Linear 0.28 0.38 

CNN Non Linear 0.21 0.33 

LSTM Non Linear 0.22 0.33 
 

In Table 2, shows that each model was  trained the  index of the stock and the MSE for the testing sample 

are performed on each of stocks. Comparison of the results from each model predicts that CNN and 

LSTM perform better than both traditional models as expected. As for long-term time series prediction, 

the Neural Networks brings advantages of selecting the important and relevant information hence 

enhancing the predictive accuracy. The return of our trading strategy is the sum of the individual returns 

from each of the stocks above. The benchmark return is used for comparing the performance of the 

strategies and annual return of S&P 500. 
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Figure 8: Neural Network Result  S&P 500 Index 

 

6. Conclution   

In proposed system, NEURAL NETWORK is used for predicting the stock price. Here, trained the model 

for predict the stock index price from the obtained results. it is quite obvious that these models are 

reasonably efficient in recognizing the patterns that exists in the stock market. This shows that there is an 

underlying dynamics, which is very common to all the stock markets. The linear series models such as 

ARIMA/SARIMA time-series based prediction models and they are incapable in recognizing the under 

dynamics with the help of multivariate time series. Hence from the results obtained, Neural Networks 

proved as a better performer when compared to other model by implemented CNN and LSTM Neural 

Networks for time-series prediction problems. CNN and LSTM neural networks are best suited for time 

series forecasting. The deep learning model might possibly apply in other areas as well as in the future. 
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