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Abstract— Effective scheduling is important for the 

inclusive performance of cloud computing system. The main 

problem of scheduling is how to distribute the entire tasks to an 

appropriate virtual machine (VM). The scheduling of the tasks 

to suitable VM for computing of the requests in cloud 

computing is originate to be an NP-complete issue. An 

optimized algorithm is essential to schedule the tasks on the 

VMs to decrease the makespan time, degree of imbalance and 

total processing cost. In this paper, we proposed a new 

optimized Hyper-Heuristics Scheduling using Adaptive Load 

Balancing Algorithm named as HHS-ALBA, for lookup 

optimized scheduling solution for cloud computing. The 

proposed HHS-ALBA algorithm uses the idea of load balancing 

by the solution identified with the hyper heuristic algorithm to 

optimize the solution. The results show that the proposed HHS-

ALBA algorithm could outperform in term of makespan, degree 

of imbalance factor, total processing cost and total processing 

time, and compared with existing HHSA and traditional 

algorithms.  Moreover, the proposed HHS-ALBA algorithm is 

comparatively and statically more effective than the heuristics 

algorithms like ACO, PSO GA and traditional algorithms FCFS 

and SJF. Performance evaluation was done with CloudSim 

Simulator. 
 

Index Terms— Hyper heuristic, Adaptive load 

balancing, HHSA, Cloud computing, Low-Level Heuristic, 

Performance parameters. 

I.  INTRODUCTION 

Cloud computing is technology, that offers 

several online assistance like application, space 

and infrastructure on demand pay-per-you-go 

concept [1]. These resources are allocated and 

de-allocated as per application demand while 

considering resource availability and 

performance. The requests are coming day-by-

day at cloud servers, and service provider is not 

aware about this upcoming workload [2, 3]. 

Scheduling plays a vital role in efficiently 

managing that upcoming load to the users 

request and running status of VMs at 

datacenter. It is one of the most famous exercise 

that performs in the cloud circumstances, to 

grow the effectiveness of the load to get most 

extreme benefit [2]. 

Most of the rule based scheduling algorithm 

is normal scheduling algorithm considerably 

applied on today's appropriate cloud computing 

system. These algorithms are common and not 

difficult to apply, but these are difficult in 

managing the large size or difficult scheduling 

issues [2, 4-6] due to unusual far from optimal 

results. So, to solve this issue to get better the 

performance of scheduling algorithm [7-10] an 

optimized hyper heuristic scheduling using 

adaptive load balancing algorithm is used to 

find superior scheduling results for cloud 

computing system. The most decisive concept 

of Hyper-Heuristic [4] is to opt precise 

algorithms for a precise problem on the basis of 

bunch of existing algorithms as well as their 

execution to some amount [11,12]. The 

important collection of the projected algorithm 

is to possess the value of low-level heuristic 

algorithms [15] such as, Generic Algorithm 

(GA), Ant Colony Optimization (ACO) [13, 16] 

and Particle Swarm Optimization (PSO) [14] by 

integrating them into single algorithm. Mixing 

of heuristic algorithms delivers improved 

results than as compared to rule based 

scheduling algorithm [17]. 

The existing Hyper-Heuristics Scheduling 

(HHS) algorithm is only scheduling the tasks 

and optimizing the solution based on the 

operators. But the concept of load is taken into 

consideration in this technique which will more 

optimize the solution and reduce the makespan 

time. The concept of Adaptive Load Balancing 

(ALB) algorithm is merged with the hyper 
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heuristic concept i.e. the solutions generated 

from the proposed algorithm HHS-ALBA are 

more optimized and improved. For this 

implementation, each and every low-level 

scheduling algorithm also contain the adaptive 

load balancing in their solution which will 

further utilized in the hyper technique to make 

the solutions more optimized with the 

functionality of improvement operator of hyper 

heuristic algorithm. The main idea of our 

proposed methodology are as follows: 

1. The proposed HHS-ALBA algorithm uses 

the concept of load balancing by the solution 

identified with the hyper heuristic algorithm 

to optimize the solution. 

2. Load balancing technique approves the 

system load balancing by computing the 

capacity on each VM and then relocating the 

task according to load on each machine and 

the deadlines of the tasks. 

3. The concept of adaptive load balancing is 

merged with the hyper heuristic concept i.e. 

the solutions generated from the proposed 

algorithm are more optimized and improved. 

4. The proposed algorithm, called optimized 

Hyper-Heuristics Scheduling using Adaptive 

Load Balancing Algorithm (HHS-ALBA). 

5. Performance evaluation results proved that 

the proposed HHS-ALBA algorithm could 

outperforms in term of makespan,  degree of 

imbalance , total processing cost and total 

processing time compared with existing 

HHSA, the heuristics algorithms are ACO, 

PSO, GA and traditional algorithms FCFS 

and SJF. Performance evaluation done with 

CloudSim Simulator. 

The rest of this paper is structured as follows: 

Section II a short review of the research works 

based on heuristics scheduling in cloud 

computing. Section III describes about 

proposed approach of Hyper Heuristic 

Algorithm with Adaptive Load Balancing based 

on deadline, and also parameters estimation and 

method description; in Section IV experimental 

evaluations and results are carried out by the 

comparison of existing scheduling algorithms, 

and Section V deals with conclusions and future 

direction of proposed HHS-ALBA algorithm. 

 

II.  RELATED WORK 

This section, we describe some of the related 

work in the area of hyper-heuristic scheduling 

in cloud computing.  

G. Kaur and S. Kaur [2] have been proposed 

an enhanced Hyper-Heuristic Scheduling 

Approach by Load balancing and RASA for 

cloud computing systems. This approach 

schedule tasks and resources to optimize the 

processing time and processing cost by the use 

of two detection operator. The concept of load 

balancing and RASA is useful for effective 

scheduling, utilization of resource to improve 

the efficiency of cloud computing system. The 

researcher develop the simulation platform and 

analyze the proposed approach in the CloudSim 

environment. The experimental outcome shows 

that the projected approach achieves better 

performance compared to individual heuristics 

approach in term of to reduce makespan time. 

C. W. Tsai et al. [4] have projected a novel 

hyper-heuristic scheduling algorithm (HHSA) 

to reduce makespan time for cloud computing. 

This algorithm used two detection operator; (i) 

diversity detection and (ii) implementation 

operator are engaged to figure out which low-

level heuristic is used to find improved 

candidate result. To assess the efficiency of 

HHSA are developed and implemented on 

CloudSim as well as Hadoop. The 

implementation results shows HHSA can 

slightly reduce the makespan time compared to 

other scheduling algorithm. 

M. D. P. Vigneshwaran et al. [12] have 

introduced a new hyper-heuristic scheduling 

algorithm based on the results of existing 

heuristics algorithms. The proposed algorithm 

deliver the best solution for cloud computing by 

reducing the makespan time. The proposed 

heuristics used two detection operators, they are 

improvement detection and diversity detection 

operator to find time to employ the LLH 

algorithms. The algorithm compared with other 

heuristics algorithm, it converges faster by 

using two detection operators. The efficiency of 

proposed algorithm is estimated on CloudSim 

as well as real time environment.  

S. Mohanty et al. [19] proposed meta-

heuristic load balancing algorithm using 

Particle Swarm Optimization (PSO) names as 
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Multi PSO. The proposed Multi PSO algorithm 

aim to optimize the task overhead time and 

resource utilization. To evaluate the 

performance of this algorithm used CloudSim 

Simulator and the comparison are made with 

FCFS, RR, Min-Min, GA and PSO algorithms 

to different measure like the makespan time and 

the resource utilization. The experimental result 

shows the Multi PSO outperforms better than 

scheduling algorithm in term of makespan time 

and average resource utilization. 

S. R. Kumar et al. [20] proposed an Adaptive 

Earliest Deadline First (AEDF) algorithm based 

on the traditional Earliest Deadline First (EDF) 

algorithm. This algorithm anticipated for load 

balancing issue in demand to attain effective 

utilization of cloud resources as well as backing 

Green Computing technology. The AEDF 

algorithm compared with conventional load 

balancing algorithm, the proposed algorithm 

outperform in term of throughput, effective 

scheduling of tasks and minimized cost of 

dynamic server use to backing Green 

computing model. 

A. Jain and A. Upadhyay [21] have proposed 

the improved heuristic scheduling algorithm to 

reduce the makespan time and maximizing the 

cloud resources utilization and also find out he 

superior task scheduling solutions for cloud 

computing with help of two meta-heuristics 

algorithms and three traditional algorithm on 

varying datasets. The implementation outcomes 

shows that proposed IHHSA algorithm provide 

superior than meta-heuristic algorithm and 

traditional algorithm. The aim of proposed 

algorithm is to control over the assets of entire 

the low level heuristics algorithm by executing 

one and only one LLH algorithms at a time. 

S. H. H. Madni et al. [22] have discussed 

some important rule-based heuristic algorithms 

like Min-min, Max-min, Suffrage, FCFS [10], 

MCT and MET are measured for the efficiency 

evaluation and scrutiny scheduling of task in 

cloud computing. These rule based algorithm 

are developed and implemented to schedule 

independent tasks in homogeneous and 

heterogeneous environments to optimize the 

makespan time, throughput, cost and degree of 

imbalance factor by compared with other 

existing rule-based heuristics algorithm. The 

experimental results are performed with the 

support of CloudSim simulator. The results 

shows MET always outperform better than 

other heuristics algorithm. 

N. Xoxa et al. [23] have discussed two batch 

scheduling algorithm like FCFS and SJF, it also 

show how to increase utilization of resource and 

overall efficiency of the system. In this paper, 

the authors also present the simulation code of 

FCFS and SJF, than executing the code of these 

scheduling algorithm, it shows SJF is more 

competitive than FCFS. 

S. Sindhu et al. [24] have discussed many 

scheduling algorithm like Genetic Algorithm 

(GA), Particle Swarm Optimization(PSO), Min-

Min and Max-Min, that are efficient in resource 

utilization of cloud computing.  

From the brief review of literature, we 

appreciate that the whole thing are well 

organized, such as scheduling in cloud 

computing. There are many works in the 

literature about the hyper-heuristics algorithm 

that have been developed and implemented; 

however, most of them are applied in 

scheduling in cloud computing without load 

balancing. Therefore, this paper uses the idea of 

adaptive load balancing by the solution 

identified with the hyper-heuristic algorithm to 

optimize the solution. 

III.  PROPOSED APPROACH 

In this research, we proposed optimized 

Hyper Heuristic scheduling using Adaptive load 

balancing algorithm based on deadline in cloud 

computing. In this section, the existing HHSA 

and ALB algorithm are discussed. Further, the 

proposed HHS-ALBA algorithms had been 

illustrated. 

 

A. Hyper Heuristic Scheduling Algorithm 

Hyper-heuristic [4] is a technique of 

integrating more than two heuristic algorithms 

with rule-based algorithms to solve the complex 

scheduling problems are like NP-complete [25]. 

Combining of heuristic algorithms presents 

better solutions than a tentative heuristic 

algorithm. As shown in Fig. 1, one of the 
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heuristic algorithm in the pool of heuristic 

algorithms of candidate heuristics {H1, H2 … 

Hn} where n is the population size. The 

heuristic Hi will be selected randomly from the 

candidate pool by the Low-Level Heuristic 

(LLH) selection operator, which is referred to 

as Hi in Fig. 1. For this kind of heuristics, the 

selection and acceptance LLH operators that 

can be used to determine which heuristic 

algorithm is to be selected [18, 26]. Further, the 

selected Hi could be continuously used or not 

are. LLH selection operator are used to 

determine the Hi and the LLH acceptance 

operator used to determine the timing to select a 

new Hi. Whereas, Hi repeat a solution for a 

definite number of repetition either the Hi 

decreases into limited optimal.   

 
Fig.1., Worlflow of HHSA Algorithm [2] 

 

B. Adaptive Load Balancing based on deadline 

S. Ramkumar et al. [20] have introduced 

Adaptive Earliest Deadline First (AEDF) 

algorithm based on conventional Earliest 

Deadline First (EDF) algorithm to explain load 

balancing difficulty in cloud computing. The 

proposed AEDF algorithm is based totally on 

threshold value to gain the dominant scheduling 

and utilization of resource. The AEDF 

algorithm provides optimal result for load 

balancing in cloud environment. Based on 

condition of the minimum utilization threshold 

value, tasks follow traditional EDF scheduling 

to perform the tasks. When utilization of the 

task value more than the threshold value at that 

time tasks are assigned in AEDF list based on 

limitation of compatible tasks. The 

experimental evaluation suggests AEDF 

accomplishes effective scheduling and 

utilization of resources for cloud load balancing 

issues. 

 

C. Scheduling Problems and Parameter 

Estimation 

The main objective of proposed methodology 

is to assign the task to appropriate VM of cloud 

services. Scheduling play significant role in 

guiding task within the cloud. Scheduling 

process first analyses, how much of resources 

are having to need to complete the task and 

which task to be allocated to which computing 

component. The abstract architecture 

scheduling of task is shown in Fig. 2. Here, the 

cloud user sends the task to task manager. Task 

manger receives the tasks from users through 

user interface and then gathers and manages all 

accepted users demand. Then the task is sent to 

task scheduler. The process of scheduling 

happens by consuming the reserved task based 

on the efficiency of VMs. The information from 

the resource manager and load balancer is 

gathered by the task scheduler and then takes a 

decision to assign each task to the VM based on 

HHS-ALBA algorithm. 

 

Fig.2. Abstract architecture of Task Scheduling 
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The main intent of the scheduler is difficult to 

assign the entire task based on available 

resources while optimizing the QoS metrics. To 

finding an optimal solution of this research 

problem, a set of independent tasks, T = {T1, 

T2 ….Tn} from different users has to be 

assigned to set of heterogeneous available 

resources R = {R1, R2… Rm} where n is the 

number of tasks and m is the number of 

resources. This can be done in such way that 

several performance parameters will be 

fulfilled. The equations and performance 

parameters have been defined below: [19, 22, 

27-29]. 

Table 1. 
LIST OF NOTATIONS WITH DESCRIPTION 

Notations Description 

T Set of task submitted in cloud 

i.e Ti ={T1,T2,.....,Tn} 

R Set available VM cloud 

Resources R={R1, R2,......, Rm} 

n Number of tasks arrived at any 

time interval 

m Number of  available VM 

resources  

 Sum of cloudlet sizes in 

CloudList 

Cloudlet/Task  CloudSim simulator job 

MI Size of task in MI(Million 

Instructions) 

VMs Virtual Machines 

 The capacity of virtual 

machine 

 Submission time of the task 

LLH Low Level Heuristic 

Hi Heuristic algorithm 

F1 Improvement detection 

operator 

 Sum of  resource Ri per unit 

time 

 cost of resource i (Ri) 

RT Response time  

DTi Deadline of task Ti 

AEDF Adaptive Earliest Deadline 

First 

EDF Earliest Deadline First 

MT Makespan Time 

FT Finishing Time of task Ti 

EC Economic Cost 

 Unit Time resource i 

DI Degree of imbalance factor 

NT New time 

 The maximum  

 The minimum  

 the average  of VMs 

TH Threshold value of task 

 

Table 1. gives the explanations of the used 

symbolizations. Equations used in the proposed 

work are as follows: 

 

: The capacity of virtual machine is 

calculated with help of Eq. (1) as follows: 

 

= VmMips ∗ NumberOfPes                            

(1)       

: The execution time a task at virtual machine 

can be calculated by suing Eq. (2): 

 

 =  /                 (2) 

 

where  length of the task and  capacity of 

virtual machine. 

 

: Each task has its own deadline time which 

is given by Eq. (3): 

 

=                 (3) 

 

Where K is deadline parameter. K = 1,2,3…,n. 

 

: The finishing time of a task  at virtual 

machine can be calculated by using Eq. (4) 

 

 =  +                 (4) 

 

Where  is response time and  submission 

time of the task  

: The response time of the task can be 

formulated with help of Eq. (5) 
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 =  –                            (5) 

Here  represent the finishing time and 

represent submission time of the task . 

 

: The utilization time of the task is 

calculated with help of Eq. (6) 

=  /                 (6) 

Makespan Time (MT) 

It specifies the total finishing time of every 

tasks. Reducing the makespan is the most well-

known optimization standards for task 

scheduling. Which is computed by: 

              (7)  

where  indicates the finishing time as defined 

in Eq. (4) of specific cloudlet i.  

 

Economic Cost (EC) 

EC signifies the entire of clearance to cloud 

provider as contrasting to the resource 

utilization. It is computed as follows:  

∀i ∈ N, i = 1, 2, 3. . . m    (8) 

where  signifies the rate of resource i ) per 

unit time as well as  as defined in Eq. (6) 

means utilization time of . 

 

Degree of Imbalance (DI) 

The DI is small value of the load of the 

system that measures the load sharing between 

the VMs about to their execution ability. It is 

computed as follows: 

                                    (9) 

where  and are the maximum and 

minimum  between all VMs,  is the average 

 of VMs. 

 

D. Proposed HHS-ALBA Algorithm 

We proposed and implemented an optimized 

Hyper Heuristic Scheduling using Adaptive 

Load Balancing (HHS-ALBA) algorithm in 

cloud computing. The main intent of the 

proposed algorithm is to improve the 

scheduling result in terms of Makespan Time 

(MT), Degree of Imbalance (DI), and Economic 

Cost (EC). The existing Hyper-Heuristic 

Scheduling Algorithm (HHSA) is the mixing of 

two or more heuristics algorithms. This 

algorithm combine’s hyper heuristic algorithm 

are GA, PSO and ACO and traditional 

algorithms FCFS and SJF to commence the 

perfect scheduling results with reduced 

calculation time. The HHSA uses improvement 

operator to determine once to modification the 

LLH algorithm and a perturbation operator to 

optimize the results achieved by each LLH 

algorithm. Additional, optimize the scheduling 

outcomes in terms of Makespan Time i.e., if the 

solution is not improved until some iterations 

reached.  
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Then the improvement operator check that 

the results are not improving now then 

perturbation operator will select another 

algorithm from the pool and take the best 

optimized solution from the algorithm running 

previously as an initial population which will 

again optimized with the algorithm selected 

from the pool by perturbation operator. The 

same process is repeated until maximum 

iteration reached. The existing algorithm is only 

scheduling the tasks and optimizing the solution 

based on the operators. But the concept of load 

is taken into consideration in this technique 

which will more optimize the solution and 

reduce the makespan time.  

The proposed HHS-ALBA algorithm uses the 

concept of load balancing by the solution 

identified with the hyper heuristic algorithm to 

further optimize the solution. Load balancing 

technique ensures the system load balancing by 

computing the load on each VM and then 

relocating the task according to load on each 

machine and the deadlines of the tasks. The idea 

of adaptive load balancing is merged with the 

hyper heuristic concept i.e. the solutions 

generated from the proposed algorithm are 

more optimized and improved. For this 

implementation, each and every low-level 

scheduling algorithm also contain the adaptive 

load balancing in their solution which will 

further utilized in the hyper technique to make 

the solutions more optimized with the 

functionality of improvement operator of hyper 

heuristic algorithm. 

IV.  RRSULT AND DISCUSSION 

In this section, evaluate the performance of 

the proposed HHS-ALBA algorithm based on 

deadline. Initially, we discuss experimental 

setup and analyses the computational results of 

proposed algorithm, and compare with existing 

HHSA, the heuristics algorithms are ACO, PSO 

GA; and traditional algorithms FCFS and SJF.  

A. Simulation Setup 

Simulations are conducted to estimate the 

performance results using Java (Jdk1.7) with 

CloudSim [30] Simulator. Simulation measure 

and test the results of the developed HHS-ALB 

algorithm at different performance metrics such 

as makespan, degree of imbalance, total 

processing cost and total processing time. The 

experiments were performed on PC with 

Windows 7 Ultimate (64- bits), core i7 

processor, 3.40 GHz with memory of 16 GB. 

CloudSim toolkit enable us to model basic 

component of Cloud like data centers, hosts, 

VMs, broker and policies for resource 

utilization. All the experiments are performed 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 22, Issue 10, October - 2020 Page - 235



 

by using 50 VMs, 15 host machines within a 

data center. 

 

 
Fig.3. Workflow diagram of HHS-ALBA algorithm 

 

B. Experimental results 

The basic concept of the proposed 

methodology is to merge the concept of two 

important algorithms HHSA and ALB; this 

hybrid approach ensures the system load by 

calculating load and computational capabilities 

on each VM based on deadline better from 

existing scheduling algorithms. An 

experimental study is undertaken to evaluate 

the behavior of the proposed HHS-ALBA with 

existing HHSA, the heuristics algorithms are 

ACO, PSO, GA and traditional algorithms 

FCFS and SJF. The proposed algorithm is 

evaluated in term of makespan time, degree of 

imbalance, total processing time and total 

processing cost. The proposed strategy is 

evaluated using different scenarios approximate 

more than 50 times on different number of 

tasks range from 100 to 500 with random 

length cloudlet are assigned to fixed number of 

VMs (50 VMs). The maximum number of 

iteration (100) of LLH for each task range from 

100 to 500. Configuration details of the 

CloudSim simulator are given in Table 2. 

Table 2. 

SIMULATION ENVIRONMENT PARAMETERS 

Parameters Values 

Simulator version CloudSim3.0.

2 

Number of datacentre 1-15 

Number of host in 

datacentre 

30 

VmScheduler TimeShared 

Number of VMs 50 

heterogeneous 

VMs 

Computing power 100-4000 

MIPS 

Number of PE per VM 1-4 

VM Ram 512 MB 

CloudletScheduler TimeShared 

cloudlets/task’s range 100-500 

Length of cloudlet 1000-6000 

Iteration of LLH 100 

 

As performance analysis graph is depicted in 

Fig. 4. The makespan results by changing 

number of cloudlet and fixed number of VMs. 

The proposed HHS-ALBA algorithm showing 

much less than compared with existing HHSA, 

the heuristics algorithms are ACO, PSO, GA 

and traditional algorithms FCFS and SJF. GA 

and HHSA are showing better performance 

than ACO, PSO, FCFS and SJF. It is clear that 

HHS-ALBA makespan time reducing high 

performance than other existing algorithm. As 

shown in Fig. 4, the proposed HHS-ALBA 

algorithm get improvement of 57 % from 

HHSA , 89% from SJF, 90% from FCFS, 83% 

from GA, 96% from PSO and 94% from ACO 

on makespan for small number of tasks as 100 

and number of VMs i.e. 50.  

The case when the number of tasks is 

increased to 500, HHS-ALBA achieved gain of 

9% from HHSA, 71% from SJF, 83% from 
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FCFS, 52% from GA, 94% from PSO and 84% 

from ACO. HHS-ALBA outperformance on the 

makespan time as compared to other strategies 

with load balancing. 

 

 
Fig.4.Comparison analysis of makespan time of tasks 

(100 to 500) and VMs (50) 

 

As shown in Fig. 5, HHS-ALBA exhibits the 

best performance on the degree of imbalance as 

compared to other strategies with load 

balancing. The proposed HHS-ALBA 

algorithm get improvement of 17 % from 

HHSA , 18% from SJF, 19% from FCFS, 16% 

from GA, 19% from PSO and 17% from ACO 

on degree of imbalance for small number of 

tasks as 100 and number of VMs i.e. 50.  

The case when the number of tasks is 

increased to 500, HHS-ALBA achieved gain of 

0.6% from HHSA, 2% from SJF, 2% from 

FCFS, 1% from GA, 1% from PSO and 2% 

from ACO. 

As shown in Fig. 6, HHS-ALBA exhibits the 

best performance on the total processing cost as 

compared to other strategies with load 

balancing. 

 
Fig.5. Comparison analysis of degree of imbalance of 

tasks (100 to 500) and VMs (50) 

 

The proposed HHS-ALBA algorithm get 

good improvement of 68 % from HHSA , 73% 

from SJF, 73% from FCFS, 67% from GA, 

74% from PSO and 73% from ACO on total 

processing cost for small number of tasks as 

100 and number of VMs i.e. 50.  

The case when the number of tasks is 

increased to 500 and number of VMs i.e. 50, 

HHS-ALBA achieved gain of 10% from HHSA 

, 25% from SJF, 25% from FCFS, 11% from 

GA, 24% from PSO and 25% from ACO. 

 

 
Fig.6. Comparison analysis of total processing cost of 

tasks (100 to 500) and VMs (50) 

 

As shown in Fig. 7, the proposed HHS-

ALBA algorithm get improvement of  2% from 

HHSA , 70% from SJF, 75% from FCFS, 45% 

from GA, 16% from PSO and 71% from ACO 

on total processing time for small number of 

tasks as 100 and number of VMs i.e 50.  

The case when the number of tasks is increased 

to 500, HHS-ALBA achieved gain of 21% from 

HHSA, 67% from SJF, 82% from FCFS, 59% 

from GA, 54% from PSO and 68% from ACO. 

HHS-ALBA outperforms on the total 

processing time as compared to other strategies 

with load balancing. 
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Fig.7. Comparison analysis of total processing time of 

tasks (100 to 500) and VMs (50) 

V.  CONCLUSION 

In this paper, an optimized hyper-heuristics 

scheduling using adaptive load balancing 

algorithm (HHS-ALBA) based on deadline in 

cloud computing has been developed and 

implemented. The concept of adaptive load 

balancing is merged with the hyper heuristic 

concept i.e. the solutions generated from the 

proposed algorithm are more optimized and 

improved. The performance of HHS-ALBA 

algorithm is evaluated and tested at CloudSim 

simulator and compared with existing HHSA, 

the heuristics algorithms are ACO, PSO, GA 

and traditional algorithms FCFS and SJF. This 

paper compares the makespan, degree of 

imbalance, total processing cost and total 

processing time of each algorithm applicable 

for cloud computing. The simulation analysis 

was conducted to distinguish the effect by 

changing the number of cloudlets from 100 to 

500 while fixed number of VMs (50). The 

simulation result shows that the performance of 

HHS-ALBA is best on all performance metrics. 

As a future work, the proposed HHS-ALBA 

algorithm can be implemented and designed for 

solving workflow scheduling issue in cloud 

computing and real world environment. 
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