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Abstract: 

Commercial and mall datasets need to using the most known data mining techniques to classify goods and 

to predict the user requirements , behavior and company strategies. Classification applied to the financial 

dataset used which is called Wholesale customers dataset which can be collected by any other company 

or mall be filling the attributes with the information required which is contains 440 instances of 8 

attributes, it refers to clients of a wholesale distributor. It includes the annual spending in monetary units 

(m.u.) on diverse product categories. 

In this paper many classification algorithm is been tested with the dataset used and compared by 

using many characteristics to explain the best algorithm used for such data classification. 

In order to classify or predict commercial data many algorithms used by companies and malls, 

these algorithms helps the owners and management of these companies for digging the data and analyze 

it and then extract meaningful data which can be used to take decisions related to it. 

Four data mining classification algorithms is been used Naïve Bayes, J48, IBK and SMO and results 

is discussed in details. 
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1. Introduction:

Data mining techniques are able to classify the data of a wide variety of data sets based on their 

importance. Important data are those that will be accessed in the near future and those most frequently 

used. This process allows us to migrate the application’ future data requests in the hybrid storage system 
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levels based on the importance [1]. This will reduce the application execution elapsed time. I/O intensive 

application and their users vary in their access patterns. This makes the process of data classification 

depends on the application type. Application types include, but not limited to, database applications, 

image processing applications, marketing, finance, voice, and text recognition ... etc. Different 

classification or data mining approach may provide better accuracy for a type of an application than the 

others [2]. 

In this study a comparison of four known classifier is done to choose the better classifier to the 

commercial data and whole sale dataset.  

2. Theoretical background:

Theoretical study of the classification algorithms and how it is applied and calculated is important to 

understand the effectiveness of these algorithms on the datasets tested   

2.1 Naïve Bayes: 

The classification of Naïve Bayes is very scalable because it requires a number of parameters that 

are linear variables in the problem of learning [3]. However, the Maximum-likelihood can be carried out 

by the evaluation of a closed-form expression,  that usually includes linear time instead of expensive 

iterative approximation that is helpful for the other types of the classifiers [4]. 

Naïve Bayes model is accessible for the data built up very large datasets. However, the data has 

the specifications of simplicity, along with the ability to perform the highly refined methods of 

classification [5]. 

Bayes theorem is important in providing the way for the calculation of posterior probability P 

(c|x) from P(c), P(x) and P (x|c) as given by the equation [6]: 
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From the equation as given above: 

 P(c) is the prior possibility of class. 

 P (c|x) is the later possibility of class given predictor. 

 P(x) is  preceding possibility of predictor 

 P (x|c) is probability which is the likelihood of predictor given class. 

2.2 J48 Decision Tree: 

The decision tree incorporates predictive machine learning and by basing on different attribute values 

from the given available data it is helpful to decide the targeted value (dependent variable) [6].Moreover, 

different attributes within the decision tree can be denoted through internal nodes, the possible values of 

these attributes within the samples being observed can be studied in various branches in between the 

nodes. However, the function of the terminal nodes is to guide about the ending values (classification) of 

the dependent variables [7]. 

The predictable attribute is called as the dependent variable as its value is highly dependent upon the 

values of all the other attributes. Moreover, prediction of dependent variable’s value can be carried out by 

other variables which are basically called as the independent values within the data set [8]. 

Moreover, a simple algorithm is followed by J48 Decision tree classifier. For the classification to be 

carried out for the new item; there must be a need for the creation of a decision tree that is based upon the 

attributed values of the available data for training. However, when there is a need to encounter the data 

for training, it efficiently identifies the attributes that can clearly discriminate various such instances [9]. 

Moreover, this feature is very important as it is helpful in telling the most about the data instances for the 

classification and gaining of the highest information [10]. Although, if there will be any value within its 

category for which the data instances that have no ambiguity from among the possible values of this 

feature have same values for the targeted variables then, in this case, there is a need to terminate the 

branch and then assign it to the obtained targeted value [11]. 

2.3 SMO 

Sequential Minimal Optimization (SMO) is an algorithm which is used for resolving issues such 

as Quadratic Programming (QP) which ascends whilst the support vector machines are trained. SMO is 

considered to be an interactive algorithm used to resolve issues related to optimization as mentioned 

earlier. The algorithm provides a solution to this problem by breaking the issue into several series of sub-

problems which can later be solved analytically. Due to the linear equality constraint containing. [12] 
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The Lagrange multipliers αi , the slightest possible problem includes two of those multipliers. 

Further on, for any two multipliers α1 and α2 , the constraints are then reduced to: 

This problem can then be resolved analytically whereby one requires a minimum of a 1D quadratic 

function. The negative sum is K which is over the other terms in the equality constraint that is fixed in 

every iteration. [13] 

2.4 IBK 

For the classification or regression, a non-parametric method for the recognition of the pattern 

includes the k-nearest neighbor's algorithm (k-NN) [14]. However, in all two instants, input consisted 

of the training examples of the k closet within feature space [15]. However, yield (output) that was 

resulted showed either k-NN is dependent on the regression or classification or not. 

 In k-NN classification, output consisted of the class membership. The classification is based

on the majority of the votes of its neighbors, so assigning the utmost important class is

among its k nearest neighbors from which k is a positive integer that is mostly small. If k = 1

then the single nearest neighbor is just allotted among the individual closest neighbor.

 In k-NN regression, the output obtained is the property value of the object. The mean value

of all the values of its k nearest neighbors.

A type of instance-based learning and lazy learning is a type of k-NN through which the functions 

approximation is carried out locally and the calculation is delayed till the classification [16]. So, k-NN 

algorithm is regarded as the easiest of all learning algorithms. 

3. proposed system:

The four classification algorithms used in this paper were programmed using java programming language 

and all four algorithms were displayed in the main windows of the system, ten fields were assigned to 

each algorithm, the shows all regarding information about the prediction of each algorithm. 

Assigned to each algorithm a button with a caption of the same name, when pressed, a prediction and all 

regarding information is shown in all ten fields assigned to that algorithm. 
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The system is mainly split up to two main steps which is described in figure (1): 

 Preprocessing step : where Word Occurrence is done in this step to perform tokenization which 

is mainly used  uniform the keywords used and removing the stop words such as ( a, the , …etc) 

and to perform streaming where the word return to its main root this is the preprocessing to the 

data before classify those data. 

 cross validation and classification algorithm : the data will split up to training set and tested set 

the training set will be assigned to one of the classification algorithm. 

 

Figure (1) system architecture 

The system will explain the related data of each method in the main window to compare with other 

algorithms, Figure (2) shows the main window of the system: 
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Figure (2) system main window 

As shown in figure (2) related information to the classification process of each algorithm is calculated by 

the system such as (true positive, true negative, precision, recall and F-Measure) and each algorithm when 

execution had done have its own data as shown in figure (3). 
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Figure (3) execution of the system and results obtained 

4. EXPERIMENTAL RESULTS: 

The first part of the system is the preprocessing part to solve the word of occurrences and to prepare data 

for classification and the training data after the cross validation is started will be classify, and when the 

dataset classified related information will shown up to user as shown in table (1) and figure (4) these 

values is founded by calculating true positive which is founded the correct predicts of the positive class 

,and the true negative which is founded the correct predicts of the negative class. 

Table (1): Classification Results-1 

Algorithm True 

Positive 

Rate 

True Negative 

Rate 

Precision Recall F-Measure 

Naïve Bayes 87.72 83.09 87.62 87.72 87.65 

J48 90.45 92.92 90.86 90.45 90.56 

IBK 90.22 86.12 90.14 90.22 90.16 

SMO 87.72 76.82 88.36 87.72 87.10 
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Figure (4) experimental results chart of true positive, true negative and precision 

As it`s noticeable, from comparing the results of the four used algorithms in the system, the J48 algorithm 

seems to show more efficiency than the other algorithms in the all five aspects of ( True Positive Rate, 

True Negative Rate, Precision, Recall, F-Measure). 

Table (2): Performance of the classifiers 

Algorithm Mean 

Absolute 

Error 

Root Mean 

Squared 

Error 

Total 

Number of 

Instances 

Correct Incorrect accuracy 

Naïve Bayes 12.52 31.66 440 386 54 95.6% 

J48 13.57 29.02 440 398 42 98% 

IBK 13..76 27.82 440 397 43 95.3% 

SMO 12.27 35.03 440 368 54 95.8% 

 

Reference to table (2) and figure (5) the result obtained from executing the classification algorithms on 

the same dataset the J48 algorithm is best classifier comparable to others with accuracy of 98% with 

highly classified correct instances as well as incorrectly classified instance than other three classifiers. 

True positive and negative shows the frequency of correct and incorrect predictions. It compares the 

actual values in the test dataset with the predicted values in the trained model. 
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Figure (5) correct and incorrect classification rate 

Accuracy were calculate via the global equation  

Accuracy = TP/ (Total number of classification) 

And precision is calculated via  

TP / (TP+FP) 

Where  

Recall is founded via  

TP / (TP+FN) 

TP=true positive, TN= true negative, FP= false negative and FN= false negative 

Conclusion: 

In this paper, the accuracy of classification techniques is evaluated based on the selected classifier 

algorithm. Specifically, we used four popular data mining methods: Sequential Minimal Optimization 

(SMO), IBK, J48 Tree and Naïve Bayes. An important challenge in data mining and machine learning 

areas is to build precise and computationally efficient classifiers for commercial applications. The 

performance of J48 shows the high level compare with other classifiers. Hence J48shows the concrete 
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results with Wholesale customer’s dataset. Therefore J48classifier is suggested for classification of 

commercial data to get better results with accuracy, low error rate and good performance.  
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