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Abstract: - Performance of Neural Network based Model Reference Adaptive Controller is 

influenced by the requirement of a plant Emulator or evaluation of plant derivatives. This paper 

addresses a Simulated Annealing (SA) based MSAA algorithm to improve the response without 

evaluating the exact plant derivatives or constructing a plant Emulator for buck-converter. 
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1. Introduction

The criteria of global stability in procedure of design and applying corresponding 

adaptive control law can be achieved through introduction of elementary idea of MRAC i.e. 

Model reference Adaptive Control. Aim to apply such system is to fulfil the requirement of 

stability criterion. But the system constructed on MRAC requires a plant Emulator or the 

prior knowledge of plant derivatives, which is difficult to obtain in case of nonlinear systems.  

The nonlinearity present in dynamical system can be perfectly handled by Neural Networks. 

Current prevalent research suggests that systems especially neuro control direct type work 

efficiently in this [3]-[5] to avoid and surpass these problems. In [8], [12]-[13] Park et al, for 

computing the derivation associated with the system neuro identifier concept is suggested. In 

[6] Suwat et al, proposed offline trained Neural Network based plant emulator. In either case

the display of actions of the controller is dependent on the plant modeling, which is difficult

for non-linear plants.

In this paper for MRAC, a training of neutral network which is feed forward using 

MSAA algorithm is proposed. The algorithm is capable of handling any nonlinear system and 

is free from Emulator and plant derivatives also the training algorithm gives guaranteed 

stability. The other advantage using this algorithm is that it avoids the Local minima problem 

associated with general backpropagation algorithm. The simulation study for a DC-to-DC 

converter (Buck type) is presented. The various results show the improved performance.    
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2. The Simulated Annealing (SA) algorithm for the training of Neural

Network

The SA algorithm follows the process in which it determines the nethermost energy of 

pulverized state of physical systems with several interrelated atoms. The utmost competent 

way of finding a global least possible is shown by a scalar cost function [9].  

The annealing processes provides for further development. Seldom, we can use with less cost 

effective methods too. This can minimize the frequency of getting obstructed at the local 

minimum. The optimization property of the SA can be suitably used to find the optimal 

weight configuration of the neural controller for the MRAC based system as shown in Fig 1. 

Fig 1: Basic structure of SA trained MRAC 

Labelling of the tablet “REFERENCE MODEL” in Fig 1 is the essential route of the plant to 

be followed. The objective is to find a control action law, u(n), for all n>0, and an apprising 

law for controller parameters  such that . 

lim | ( ) ( ) |m
n

y n y n 


  (1) 

For a specified constant ε > 0.  

For a Neural system in Fig 2, the weight updating law using simulated annealing can be 

formulated as given below. 

] 

        Fig 2: Basic structure of Neural Controller 

y(n)u(n)

  ym(n) 

rm(n) 
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If xi(n) represents the input vector, wij(n), wjk(n) represents the input to hidden and hidden to 

output weight vectors, y(n) and ym(n) represents the plant output and reference model output 

respectively. The cost function  can be written as. 

21
( ( ) ( ))

2
mJ y n y n                   (2) 

The adjustable parameters of the neural systems are its weight vectors wij, wjk.  SA algorithm 

searches the optimal weight configuration in heuristic fashion with equation (2). If the J is 

minimized from its previous iteration we keep the current configuration else it is accepted by 

a probability ( ( ) / )be n TK , where e  is the difference between the cost functions of the two 

weight configurations. The algorithm can be formulated as below. 

 

Begin 

   Choose the initial weight vectors W={wij,wjk} 

    Initialize The initial Temperature T 

    Repeat 

        Create a random neighboring configuration Weight vector W’={wij+wij, wjk+wjk} 

        Calculate = ( ') ( )f W f W  where ( )f  is the cost function by (2) 

         If (<0) 

              W=W’ 

         Else 

                =exp(- /kT) 

               If ( > uniform random number between (0,1)) 

                   W=W’ 

                Else 

                     W= A random configuration. 

                 End 

          End 

   End 

Update T; 

Until termination criterion is fulfilled. 

End 
 

Table 1: The conventional SA procedure for the Feed Forward Neural Network MRAC 

T is the temperature parameter of the SA process 
bK  is the Boltzman constant. For the 

simulation purpose the 4-7-1 architecture is selected. The selection is based upon the 

guidelines given in [1]. 
 

   

3.The Modified SA and Results 

For the simulation purpose of the MRAC the Buck converter is reflected as a system /plant. A 

Step down DC to DC is used in this Buck convertor which is inherently nonlinear due to 

switching operation. The specifications used for the design of Buck converter are as 

mentioned below:  
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Switching frequency: 30 KHz   Inductor          : 2.05 mH, 0.11  

Mosfet           : IRF 840  Diode           : UF5407 

Capacitor          : 47µF, 35V  Input Voltage          : 15v DC 

Output Voltage        : 3.3v DC 

The corresponding transfer function [2]. 

      

            (3)    

Where                      

 

The transfer function of the buck converter  

        (4) 

The Tustin method is used to develop a discrete time version of ( 4) having the sampling 

frequency 30 KHz. The attained model equation is 

y(n) = 1.688 * y(n-1) - 0.6986 * y(n-2) + 0.0769 * u(n-1)+ 0.06828 * u(n-2)  (5) 

A second order stable system offering a 0.15ms rise is obtained and settling time is 0.3ms. the 

reference model for discrete time is given as 

ym(n) = 1.2913 * ym(n-1) -0.2917 * ym(n-2)+0.2083 * rm(n-1) + 0.1388 * rm(n-2)  (6) 

The result of the direct implementation of the algorithm in Table 1 is shown in Fig 3 (a). 

From the yield and the locus signal we can conclude that, if we choose the SA for optimizing 

the entire weight matrix of the Neural Net, there will be a small steady state error. Fig 3(b) 

represents the optimization algorithm applied only to the input to hidden weight vector.  
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  Fig 3: Startup response and response to reference change for buck converter (a) 

Response with conventional SA applied to wij, wjk weight vectors (b) Response with SA 

applied wij weight vector (c) Response with SA applied only to wjk weight vector (d) 

Response with Modified SA  

  Now there is a improved reference change response but the startup response is 

defoliated. Also in Fig 3(c), if the optimization algorithm is applied to only hidden to output 

weight vectors, the result is a large steady state error. From the inspection of the above results 

we conclude that if for a single pass of algorithm, if we update only one set of weight vectors 

that is either input to hidden or hidden to output weights, we can arrive at good results with 

no exceed and no constant state error. The result of this modification are shown in Fig 3(d). 

One point to be noted here that in all the results shown we see the rise time of the system is 

constant.  

To improve the rise time we have to control the temperature updating law. 

 

 T = T * C;  

for the current application C = 0.001 and T = 4000;  

With these modifications we can now reformulate the Table 1 as, shown in Table 2. If we see 

the modified algorithm, the overall processing time has been increased but the rise time of the 

system is not affected also system response is improved. 
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Begin 

   Choose the initial weight vectors W={wij,wjk} 

    Initialize The initial Temperature T 

    Repeat 

        Create a random neighboring configuration Weight vector Wij’={wij+wij}, wjk+wjk} 

        Calculate = ( ') ( )ijf W f W where ( )f  is the cost function by (2) 

         If (<0) 

              W={Wij’,wjk} 

         Else 

                =exp(- /kT) 

               If ( > uniform random number between (0,1)) 

                   W={Wij’,wjk} 

                Else 

                     Wjk’={ wjk+wjk} 

                      Calculate = ( ') ( )ijf W f W where ( )f  is the cost function by (2) 

                      If (<0) 

                         W={wij,Wjk’} 

                     Else 

                          =exp(- /kT) 

                         If ( > uniform random number between (0,1)) 

                              W={wij,Wjk’} 

                         Else 

                            W= create a random configuration. 

                         End 

                    End 

                 End 

          End 

   End 

Update T; 
Until termination criterion is satisfied. 

End 

Table 2: The Modified SA algorithm for the Feed Forward Neural Network MRAC 

  4. Conclusion 

   General back propagation frame work is proposed with simulated annealing 

algorithm. This modified simulated annealing algorithm is simulated in Matlab and the 

improvements in simulated results are shown for buck converters. Similar principles can be 

applied to group of nonlinear plants /systems with varying structural certaininty.  
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