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Abstract: In the present scenario, one of the threats of trust on images for digital and online applications 

as well as on social media. Individual’s reputation can be turnish using misinformation or manipulation 

in the digital  images. Image forgery detection is an approach for detection and localization of forged 

components in the image which is manipulated. For effective image forgery detection, an adequate 

number of features are required which can be accomplished by a deep learning model, which does not 

require manual feature engineering or handcraft feature approaches. In this paper we have implemented 

GoogleNet deep learning model to extract the image features and employ Random Forest  machine 

learning algorithm to detect whether the image is forged or not. The proposed approach is implemented 

on the publicly available benchmark dataset MICC-F220 with k-fold cross validation approach to split 

the dataset into training and testing dataset and also compared with the state-of-the-art approaches. 
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1. INTRODUCTION

Digital images are being used in various spheres of  real-time  applications like  media, military, science, 

law, education, politics, medical imaging and diagnosis, art piece, digital forensics, intelligence, sports, 

photography, social media, scientific publications, journalism,  and business [1]. Digital images become a 

significant resource of information in the digital world as they are the fastest means of information and 

medium of communication. In recent years, forged images have affected the above-mentioned application 

areas [1] . Digital image acts a significant part of different technologies and fields. The use of digital 

cameras, personal computers, and sophisticated image processing software are available for modification 

and for manipulation of images. These tools are scalable and provide user interface features. Manipulating 

and tampering the images today can be effectively accomplished not only by specialists but also by 

novice users. These tampered images are not recognizable and so real in perception in a way that 

authenticity is lost [2] . Therefore, integrity and authenticity verification of images has gained researchers 

attention in the image processing field. The approaches to detect any type of tampering are categorized 

into  active and passive approaches [3] [4]as shown in the figure 1. 

Figure 1. Approaches for Image Forgery Detection 

In  active approaches images need to be protected through  digital signature or through watermarking 

techniques whereas passive approaches do not require any kind of pre-embed operation of digital 

signature or watermarking. The drawback of active approaches is that it needs to pre pre-embedded  either 

with digital signature or with watermarking, whereas a large number of images present today on web, 

social media and other applications are not active in nature [1]. Thus we have focused on the detection of 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 22, Issue 12, December - 2020 Page-1271

https://doi.org/10.51201/125
https://www.zotero.org/google-docs/?sOTPsy
https://www.zotero.org/google-docs/?ffND0Z
https://www.zotero.org/google-docs/?rZnOb6
https://www.zotero.org/google-docs/?a5uzi4
https://www.zotero.org/google-docs/?OwS6zt
https://www.zotero.org/google-docs/?Nlz6Np


forgery with a passive approach  which is described further in given sections. The contribution of this 

paper is to apply the GoogleNet [5] deep learning model for automatic feature extraction and to 

implement the Random Forest machine learning algorithm to detect whether the image is forged or not.  

The organization of the paper is as follows: Section II highlights the recent and related approaches for 

Image forgery detection using deep learning and machine learning. Section III explains the proposed 

approach and section IV evaluates the performance of the proposed approach and section V ends with the 

conclusion and future scope. 

 

2. RELATED WORK 

Mostly image forgery detection  methods in the literature use the extraction of handcrafted features, 

including geometrical based, wavelet-based, statistical based, keypoint based, block based, 

transformations based, texture based and so on. Most of the features have good results but are not robust 

to different types of geometrical operations and postprocessing operations for various types of image 

forgery. To improve the accuracy of image forgery detection, some researchers utilized machine learning, 

deep learning and convolutional neural network (CNN) based approaches [6]  [7] [8] [9] [10] [11]. 
In [12] authors  proposed an approach for image forgery detection  using Scale Invariant Features 

Transform( SIFT)  features for the dataset MICC-F220 and MICC-F2000 and able to deal with affine 

geometric transformations. The False Positive Rate (FPR)  and True Positive Rate (TPR) achieved is  8% 

and 100%  respectively. In [13] authors proposed  an image forgery detection approach using speeded up 

robust features (SURF) and hierarchical agglomerative clustering (HAC) for the dataset MICC-F220. In  

[14] the approach is based on discrete cosine transform (DCT) features for each block and through 

lexicographical sorting of block-wise DCT coefficients forgery of the image is detected. This approach is 

only able to identify forgery with small variations in scaling and rotation. In [15] authors applied  PCA  

on image blocks to reduce the dimension space and performed lexicographical sorting and robust to minor 

variations in the image due to lossy compression or additive noise. In [6] authors proposed the modified 

version of CNN to detect cut and paste forgery. A filter layer was added before the first convolutional 

layer to take an image as its input and output the Median Filtering Residual (MFR) of the image. The 

proposed method learned hierarchical features representation automatically with low false rate and high 

detection rate. In [7] authors stated automated hierarchical feature representations learning model to 

detect splicing and copy-move forgeries. They proposed the CNN model with 8 convolutional layers and 

a fully connected layer with a 2-way classifier. In [16] presented the two-stage deep learning approach 

using the Stacked Autoencoder (SAE) model for the detection of forged images. In [11] authors presented 

the CNN model with a blocking strategy for image forgery detection. Firstly, the image was divided into 

blocks using tight blocking and marginal blocking. Then, the blocks were inputted into the rich model 

Convolutional Neural Network (rCNN). At last, the pooling was performed, followed by the classification 

of the input image based on the feature vectors using the SVM classifier.   

 

3. PROPOSED APPROACH 

 

This proposed approach  is using the hardware as Intel(R) Xeon(R) Silver 4110 CPU with 2.10 GHZ, 128 

GB RAM, Tesla P4 GPU and software as Ubuntu 18.04 with Matlab release R2019b. 
 

A. Dataset 

In this section, MICC-F220 [12] publicly available benchmark dataset is used for the experimental 

result. This dataset consists of 110 non-forged and 110 forged with 3 channels i.e. color images of size 

722 × 480 to 800 × 600 pixels with 10 different combinations of geometrical and transformations attacks 

to the original image as shown in Figure 2. and Figure 3. This dataset is used for the detection of forged 

images where cloned or copy-move forgery is carried out. 
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Figure 2.  original image 

 
 

Figure 3.  10 different combinations of geometrical and transformations attacks  

 
B. Machine Learning Algorithm 

 

Random Forest is one of the widely used and popular algorithms  in machine learning. This can be used 

as both regression and classification techniques. Random Forest is the forest of decision trees. A dataset is 

divided into uniform subsets repeatedly for calculating the class membership through DT classifier. In 

every intermediary state, the acceptations and rejection of class labels are achieved through the 

hierarchical classifier. The node partitioning, identification of terminal nodes and allocating the class 

label to leaf  nodes are the three major parts of the decision tree. While taking decisions or prediction, the 

majority of votes  by decision trees are taken into consideration.  
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C.  Approach 

 

In this approach k-fold cross validation approach is used with the k value as 5 for dividing the dataset into 

training and testing. GoogleNet is used to extract the features to train the Random Forest machine 

learning algorithm as shown in Figure 4. 

 

 
 

Figure 4.  Proposed approach with Random Forest machine learning algorithm 

 

4. RESULTS AND DISCUSSION 

 

The performance of the proposed methodology is analyzed using the following performance parameters. 

The equations used to calculate the performance parameters are also mentioned. The confusion matrix 

which is used to calculate the values is shown in Table 1. 
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Table1. Confusion Matrix 

 

 

 

Predicted 

Class 

Actual Class 

Images 

Dataset 

Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 

False Positive Rate  (FPR) = FP / (FP + TN)        (1) 

True Positive Rate (TPR) = TP / (TP + FN)        (2) 

Precision = TP / (TP + FP)          (3) 

Accuracy = (TP + TN) / (TP + TN +FP + FN)        (4) 

F1 score = 2TP / (2TP + FP + FN)        (5) 

where TP-True Positive, FN-False Negative, FP-False Positive and TN-True Negative values 

respectively. The Confusion Matrix of the predicted class and the actual class is computed for the 

evaluation of the proposed method as shown in Table 2. It is observed that  the accuracy is 89.55%,   

Precision is  85.95%, TPR is 94.54%,  FPR is 15.45% ,  F1 score is  90.04% and execution time is 0.43 

sec with Area under Curve ( AUC ) is  55.92%. 
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Table2. Confusion matrix for assessing the performance metrics 

 

Predicted  Images 

 

Actual Images 

Image Dataset Forged Non-Forged 

Forged 47.27% 2.73% 

Non-Forged 7.72% 42.28% 

 

 

Figure 5. ROC Curve for Random Forest machine learning algorithm  for the MICC-F220 Dataset 
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Table3. Comparison of performance metrics with other approaches 

Approach FPR, % TPR, % Time, s 

 

Amerini et al. [12]  8 100 4.94 

Mishra et al.  [13] 3.64 73.64 2.85 

Fridrich et al. [14] 84 89 294.69 

Popescu & Farid [15] 86 87 70.97 

Proposed Approach 15.45 94.54 0.43 

 

 

5. CONCLUSION AND FUTURE SCOPE 

 

In this paper,  Random Forest machine learning algorithm is implemented on the extracted features of 

digital images using GoogleNet deep learning model for  image forgery detection. The proposed approach 

achieves better results as compared to the state-of-the-art approaches. As a future work, more machine 

learning  algorithms  and other emerging deep learning models can be explored and implemented for 

image forgery detection with other publicly available benchmark datasets. 
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