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ABSTRACT: Representation learning has proven its usefulness in many activities such as photography 

and text mining. The goal of network representation learning is to learn distributed vector representation 

for each vertex in the networks, an essential feature of network analysis is now increasingly recognised. 

Some techniques of network representation research network systems for learning. In effect, vertices of 

the network contain rich data (such as text), that cannot be used with the traditional algorithmic 

frameworks. We suggest DeepWalk in text-associated form, by showing that DeepWalk, a high-tech 

network representation solution, is equal to matrix factorisation (TADW). In the context of matrix 

factorisation, TADW introduce text features of vertices in network representation research. Through 

applying them to the multi classifying of vertices, we compare our system and different baseline 

methods.The experimental results show that, our method outperforms other baselines on all three 

datasets, especially when networks are noisy and training ratio is small.  

INDEX TERMS Network representation learning, recommendation algorithm 

I. INTRODUCTION

In the era of big data, it turns out to be 

progressively hard to retrieve related data 

from gigantic unstructured data. 

Subsequently recommender frameworks 

have become a viable way to settle the 

problem of data over-burden. As of late, 

such exploration headings have drawn 

extraordinary consideration from the 

scholarly community and industry. 

Commonplace utilizations of recommender 

frameworks incorporate Amazon's item 

proposal, Netix's film suggestion, last. fm's 

music proposal, LinkedIn's companion 

suggestion, and Google's news suggestion. 

Communitarian separating (CF) [2] is the 

most generally utilized proposal strategy in 

the examination of recommender 

frameworks. Nonetheless, the issues of 

information sparsity and cold beginning 

have altogether negative effect on the 

presentation of cooperative sifting 

techniques.  

For instance, attributable to information 

sparsity, conventional cooperative 

separating calculations can't precisely 

compute the similitudes between clients or 

between things; or can't precisely learn inert 

client and thing highlight vectors from 

clients' past exercises. The development of 

interpersonal organizations carries an 

occasion to lighten the issues of information 

sparsity and cold beginning in conventional 

community separating calculations. A few 

analysts use the rich data contained in 
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interpersonal organizations to propose some 

informal community based suggestion 

calculations. Run of the mill interpersonal 

organization based proposal calculations 

incorporate SoRec [3], RSTE [4], SocialMF 

[5], TrustMF [6], etc. Informal organization 

based suggestion calculations by and large 

accept that clients with trust relations as a 

rule share basic interests. Nonetheless, in the 

first informal community, the trust 

relationship is normally double, that is, just 

0 or 1 is utilized to mean the trust 

connection between clients where 1 signifies 

there is a trust connection between two 

clients, and the level of trust is 1 and 0 

shows that there is no trust connection 

between clients. Naturally, the granularity of 

such a portrayal is too coarse to even 

consider specifying the various degrees of 

trust among clients.. Indeed, numerous 

clients are probably going to confide in each 

other due to their shared associations, in 

spite of the fact that they have not assembled 

any immediate trust associations. During the 

time spent planning suggestion models, the 

nature of proposal calculations can be 

upgraded by thinking about such aberrant 

and verifiable trust connections. Be that as it 

may, such understood trust connections 

between clients are regularly overlooked in 

the conventional interpersonal organization 

based suggestion models. To handle the 

above issues, this exploration professional 

proposal calculation. Specifically, we 

initially embrace an organization portrayal 

strategy [7] to install informal community 

into a low-dimensional space, and afterward 

use the low-dimensional portrayals of clients 

to surmise fine-grained and thick trust 

connections between clients. At last, we 

coordinate the fine-grained and thick trust 

connections into the informal organization 

based proposal model to learn inactive 

component vectors of clients and things all 

the more correctly. The observational 

outcomes on genuine world datasets show 

that our proposed approach out-performs 

customary interpersonal organization based 

suggestion calculations. 

II. RELATED WORK

In this section, we review a few 

significant methodologies for recommender 

frameworks, particularly for community 

sifting. Two sorts of community separating 

approaches are generally examined: 

memory-based and model-based.  

The memory-based methodologies 

are the most famous expectation techniques 

and are broadly embraced in business 

synergistic separating frameworks [12, 16]. 

The most examined instances of memory-

based community oriented separating 

incorporate userbased approaches [2, 7, 10, 

15] and thing based methodologies [4, 12,

19]. Client based methodologies anticipate

the appraisals of dynamic clients dependent

on the evaluations of comparative clients

found, and itembased approaches foresee the

appraisals of dynamic clients dependent on

the registered data of things like those

picked by the dynamic client. Client based

and thing based methodologies regularly

utilize the PCC calculation [16] and the VSS

calculation [2] as the similitude calculation

strategies. PCC-based synergistic sifting for

the most part can accomplish better than the

other mainstream calculation VSS, since it
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considers the distinctions of client rating 

style.  

In the model-based methodologies, 

preparing datasets are utilized to prepare a 

predefined model. Instances of model-based 

methodologies incorporate the bunching 

model [21], viewpoint models [8, 9, 20] and 

the dormant factor model [3]. [11] Presented 

a calculation for community oriented sifting 

dependent on various leveled grouping, 

which attempted to adjust heartiness and 

precision of expectations, particularly when 

not many information were accessible. [8] 

Proposed a calculation dependent on a 

speculation of probabilistic idle semantic 

examination to persistent esteemed reaction 

factors. As of late, a few network 

factorization strategies [15, 17, 18, 20] have 

been proposed for cooperative separating. 

These techniques all emphasis on fitting the 

client thing rating grid utilizing low-position 

approximations, and use it to make further 

expectations. The reason behind a low-

dimensional factor model is that there is just 

few elements affecting inclinations, and that 

a client's inclination vector is dictated by 

how each factor applies to that client.  

All the above techniques for 

recommender frameworks depend on the 

supposition that clients are autonomous and 

indistinguishably circulated, and overlook 

the social exercises between clients, which 

isn't predictable with the truth that we 

regularly approach companions for 

suggestions. In view of this instinct, 

numerous specialists have as of late began to 

investigate trust-based recommender 

frameworks. In [14], a trust-mindful shared 

separating strategy for recommender 

frameworks is proposed. In this work, the 

community separating measure is educated 

by the standing of clients which is processed 

by spreading trust. Trust esteems are figured 

notwithstanding comparability measures 

between clients. The investigations on an 

enormous genuine dataset shows that this 

work expands the inclusion (number of 

appraisals that are unsurprising) while not 

diminishing the exactness (the blunder of 

forecasts). Bedi et al. in [1] proposed a trust-

based recommender framework for the 

Semantic Web; this framework runs on a 

worker with the information circulated over 

the organization as ontologies, and 

utilizations the Web of trust to produce the 

proposals. These strategies are all memory-

based techniques which utilize just heuristic 

calculations to create suggestions. There are 

a few issues with this methodology, 

nonetheless. The connection between the 

trust organization and the client thing 

network has not been concentrated 

deliberately. Also, these techniques are not 

adaptable to extremely enormous datasets 

since they may have to figure the pair astute 

client similitudes and pair insightful client 

trust scores.  

In this paper, by directing dormant 

factor investigation utilizing probabilistic 

framework factorization, we get familiar 

with the client idle component space and 

thing inert element space by utilizing a 

client informal community and a client thing 

network all the while and consistently. 

Albeit as of late, comparative factor 

investigation techniques have been utilized 

in [7, 8] for archive recovery and report 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 23, Issue 1, January - 2021 Page-62



characterization, our methodology has three 

basic contrasts contrasted and these 

strategies: (1) Our strategy can manage 

missing worth issue, while their strategies 

can't. (2) Our technique is deciphered 

utilizing a probabilistic factor examination 

model. (3) Complexity investigation shows 

that our strategy is more proficient than their 

techniques and can be applied to extremely 

huge datasets.  

Figure 1: Example for Toy Data 

III. SOCIAL RECOMMENDATION

FRAMEWORK 

In this section, we first demonstrate 

our social recommendation framework using 

a simple but illustrative toy example. Then 

we introduce the factor analysis method for 

social recommendation using probabilistic 

matrix factorization.  

A. Toy Example

Let us first consider the typical social 

network graph in Fig. 1(a). There are 6 users 

in total (nodes, from u1 to u6) with 8 

relations (edges) between users in this 

graph, and each relation is associated with a 

weight wij in the range [0, 1] to specify how 

much user ui knows or trusts user uj . In an 

online social network Web site, the weight 

wij is often explicitly stated by user ui. As 

illustrated in Fig. 1(b), each user also rates 

some items (from i1 to i8) on a 5-point 

integer scale to express the extent of favor of 

each item. The problem we study in this 

paper is how to predict the missing values of 

the user-item matrix effectively and 

efficiently by employing two different data 

sources. As mentioned in Section 1, 

motivated by the intuition that a user’s 

social connections will affect this user’s 

behaviors on the Web, we therefore 

factorize the social network graph and user-

item matrix simultaneously and seamlessly 

using U T Z and U T V , where the shared 

low-dimensional matrix U denotes the user 

latent feature space, Z is the factor matrix in 

the social network graph, and V represents 

the low-dimensional item latent feature 

space. If we use 5 dimensions to perform the 

matrix factorization for social 

recommendation, we obtain 
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Since this example is a toy example, we 

cannot evaluate the accuracy of the 

prediction. However, the experimental 

analysis in Section 4 based on Epinions 

dataset tests the effectiveness of our 

approach. In the following sections, we will 

present the details of how we conduct factor 

analysis for social recommendation using 

probabilistic matrix factorization. 

B. Social Network Matrix Factorization

Suppose we have a directed social 

network graph G = (V, E), where the vertex 

set V = {vi} m i=1 represents all the users in 

a social network and the edge set E 

represents the relations between users. Let C 

= {cik} denote the m × m matrix of G, 

which is also called the social network 

matrix in this paper. For a pair of vertices, vi 

and vk, let cik ∈ (0, 1] denote the weight 

associated with an edge from vi to vk, and 

cik = 0, otherwise. The physical meaning of 

the weight cik can be interpreted as how 

much a user i trusts or knows user k in a 

social network. Note that C is an asymmetric 

matrix, since in a social network, especially 

in a trust-based social network, user i 

trusting k does not necessary indicate user k 

trusts i.  

The idea of social network matrix 

factorization is to derive a high-quality l-

dimensional feature representation U of 

users based on analyzing the social network 

graph G. Let U ∈ R l×m and Z ∈ R l×m be 

the latent user and factor feature matrices, 

with column vectors Ui and Zk representing 

user-specific and factor-specific latent 

feature vectors, respectively. We define the 

conditional distribution over the observed 

social network relationships as 

Figure 2: Graphical Model for Social 

Recommendation 

In online social networks, the value of cik, 

which is mostly explicitly stated by user i 

with respect to user k, and it cannot 

accurately describe the relations between 

users since it contains noises and it ignores 

the graph structure information of social 

network. For instance, similar to the Web 

link adjacency graph in [26], in a trust-based 

social network, the confidence of trust value 

cik should be decreased if user i trusts lots 

of users. 

C. Matrix Factorization for Social

Recommendation

As analyzed in Section 1, in order to reflect

the phenomenon that a user’s social

connections will affect this user’s judgement

of interest in items, we model the problem

of social recommendation using the

graphical model described in Fig. 2, which

fuses both the social network graph and the

user-item rating matrix into a consistent and

compact feature representation. Based on

Fig. 2, the log of the posterior distribution

for social recommendation is given by
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Figure 3: Degree Distribution of User Social 

Network 

where C is a constant that does not depend 

on the parameters. Maximizing the log-

posterior over three latent features with 

hyper parameters (i.e. the observation noise 

variance and prior variances) kept fixed is 

equivalent to minimizing the following sum-

of-squared-errors objective functions. 

IV. EXPERIMENTAL RESULTS AND

ANALYSIS 

Here “-” indicates TSVM cannot 

converge in 12 hours because of low quality 

of representation (TSVM can always 

converge in 5 minutes for TADW). We did 

not show the results of semi-supervised 

learning on Wiki dataset because supervised 

SVM has already attained a competitive and 

even better performance with small training 

ratio on this dataset. Thus we only report the 

results of supervised SVM for Wiki. Wiki 

has much more classes than the other two 

datasets, which requires more data for 

sufficient training; hence we set the 

minimum training ratio to 3%. From these 

tables, we have following observations:  

(1) TADW consistently outperforms all the

other baselines on all three datasets.

Furthermore, TADW can beat other

baselines with 50% less training data on

Cora and Citeseer datasets. These

experiments demonstrate that TADW is

effective and robust.

(2) TADW has more significant

improvement for semi supervised learning.

TADW outperforms the best baseline, i.e.

naive combination, by 4% on Cora and 10%

to 20% on Citeseer. This is because the

quality of network representations is poor on

Citeseer, while TADW is more robust for

learning from noisy data than naive

combination.

(3) TADW has an encouraging performance

when training ratio is small. The accuracies

of most baselines drop quickly as training

ratio decreases because their vertex

representations are much noisy and

inconsistent for training and testing. Instead,

since TADW learns representation jointly

from both network and text information, the

representations have less noise and are more

consistent.

These observations demonstrate the high 

quality of representations generated by 

TADW. Moreover, TADW is not task 

specific and the representations can be 

conveniently used for different tasks, such 

as link prediction, similarity computation 

and vertex classification. The classification 

accuracy of TADW is also competitive with 
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several recent collective classification 

algorithms [Shi et al., 2011; McDowell and 

Aha, 2012; 2013] though we don’t perform 

specific optimization for the tasks when we 

learn representations. 

A. Parameter Sensitivity TADW has two

hyper parameters: dimension k and weight

of regularization term λ. We fix training

ratio to 10% and test classification

accuracies

Table 3: Evaluation results on Wiki dataset. 

Figure 4: Parameter sensitivity of k and λ 

We let k vary from 40 to 120 and λ vary 

from 0.1 to 1 for Cora and Citeseer datasets; 

k vary from 100 to 200 and λ vary from 0.1 

to 1 for Wiki dataset. Figure 2 shows the 

variation of classification accuracies with 

different k and λ. The accuracies range 

within 1.5%, 1% and 2% for fixed k on 

Cora, Citeseer and Wiki, respectively. The 

accuracies are competitive when k ≥ 80 on 

Cora and Citeseer and k ≥ 140 on Wiki. 

Therefore TADW can keep stable when k 

and λ vary within a reasonable range.  

B. Case Study

To better understand the 

effectiveness of text information for NRL, 

we present an example in Cora dataset. The 

document title is “Irrelevant Features and 

the Subset Selection Problem”. We call this 

paper IFSSP for short. The class label of 

IFSSP is “Theory”. As shown in Table 4, 

using representations generated by Deep 

Walk and TADW, we find 5 most similar 

documents of IFSSP ranked by cosine 

similarity. We find that, all these documents 

are cited by IFSSP. However, 3 of the 5 

documents found by Deep Walk have 

different class labels while the first 4 

documents found by TADW have the same 

label “Theory”. This indicates that, as 

compared to pure network-based Deep 

Walk, TADW can learn better network 

representations with the help of text 

information. The 5th document found by 

Deep Walk also shows another limitation of 

considering only network information. 

“MLC Tutorial A Machine Learning library 

of C classes” (MLC for short) is a document 

describing a general toolbox, which may be 

cited by many works in different topics. 

Once some of these works cite IFSSP as 

well, Deep Walk will tend to give IFSSP a 

similar representation with MLC even 

though they are totally on different topics. 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 23, Issue 1, January - 2021 Page-66



Table 4: Five nearest documents by Deep 

Walk and TADW 

V. CONCLUSIONS

Traditional social-network-based 

recommendation algorithms generally utilize 

the coarse-grained trust relationships to 

generate a recommendation, which seriously 

hinders the performance of recommendation 

algorithms. To tackle this problem, we 

proposed a network representation learning 

enhanced recommendation algorithm in this 

study. Specially, we first adopt a network 

representation learning tech unique to 

embed a social network into a low-

dimensional space, and then utilize the low-

dimensional representations of users to infer 

fine-grained dense trust relationships 

between them. Finally, we integrate the fine-

grained dense trust relationships into the 

classic matrix factorization model to learn 

latent user and item feature vectors. 

Experimental results on real-world datasets 

show that our proposed approach out- 

performs traditional social-network-based 

recommendation algorithms. As mentioned 

above, our proposed recommendation 

algorithm is a two-stage approach, i.e. firstly 

adopting a network representation technique 

to embed a social network into a low-

dimensional space, and then integrating the 

fine-grained dense trust relationships 

inferred from embedded representations of 

users into the matrix factorization model. 
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