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Abstract. By Argument we mean persuasion of a reason or reasons in support of a claim or evidence. In Artificial Intelligence computational argumentation is the field dealing with computational logic upon which many models of argumentation have been suggested. The goal of Argumentation Mining is to automatically extract structured arguments from the unstructured text. It has the potential of extracting information from web and social media, making it one of the most sought after research area. Some recent advances in computational logic and Machine Learning methods do provide a new insight to the applications for policy making, economic sciences, legal, medical and information technology. Different models have been proposed for argumentation mining with different machine learning methods applied on the argumentation frameworks proposed for this particular mining task. In this survey article we will review the existing systems and applications and will cover the three categories of argumentation models and a comparative table depicting the most frequently applied ML method. This survey paper will also cover the various challenges of the field with the new potential perspectives in this new emerging research area.
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1. Introduction

By "Argument," we mean persuasion of a reason or reasons in support of some action or claim to the audience. It refers to the set of sentences or phrases that act as a "premises" and work in conjunction with another set of sentences or phrases that act as "claims" or "conclusions," and when these are combined, they form an argument. Discourse markers reveal Arguments which are present in the natural language, but sometimes such markers are absent or they give ambiguous meaning. Moreover, the premises in favor of the claim are far away to make a claim in which scenario it becomes difficult to make a conclusion by linking them together. Argumentation structures also take the form of graphs many a times where nested tree structures are present. In such scenarios, we humans recognize such argumentative discourse by our understanding of the world or, in more simple terms, domain knowledge or common sense which a machine does not possess. For example, "Technology influences negatively on how people communicate. Some people use their mobile phones constantly ignoring their environment"
Here, the second sentence acts as a premise for the claim made in the first sentence, but the machine has to make an argumentative relationship that mobile phone is used to communicate and is a communication device using the common sense or knowledge we humans possess.

"Knowledge is a major gridlock to Argument Mining when dealing with a contentious issue in a set of text where arguments can be found." [Gabbriellini and Torroni 2014]

Argumentation is as a discourse activity aimed at increasing or diminishing the worthiness of a disputable claim or some perspective. It is an intelligent task with respect to communication that is inherent to human behavior. In Artificial Intelligence (henceforth, AI), computational argumentation is a new field dealing with Argumentation Mining (AM) which has now turned into a prominent field in the research and study of AI because it has the ability to combine figurative needs with the cognitive models which represent tasks defined by user and computational models based on automated reasoning. AM is becoming one of the core study and research area in the field of cognitive sciences, where some studies have indicated that the functioning of the human brain itself is argumentative. According to P.M Dung, one of the pioneers in argument computation/computational logic and most of the recent studies on abstract argumentation are based on Dung Framework, "The natural human reasoning is argumentative itself." There have been some other models which do suggest agent-based simulation in the field of computational social-sciences whose micro foundation specifically refers to various argument theories proposed in literature [Gabbriellini and Torroni 2014].

2. Overview of Argumentation Mining

Argumentation is a broad field of research which comprises of studies on debate and reasoning process, and glides across many diverse areas such as rhetoric and law, psychology, logic and philosophy and computer science. Argumentation Mining (henceforth AM) is processing of the natural language of humans by the machine, which in itself is quite a challenging task given from the standpoint of a machine. AM is an offshoot of Artificial Intelligence in which a machine itself extracts arguments occurring in the natural language and constructs inferences from the relations in between the arguments extracted from the given text with the final output being structured data which in turn is machine-processable, used as input for argumentation computational models.

AM from texts approaches started in the early 2000, when methods to mine connotations of argument from natural language texts by different authors began to appear. Teufel [Teufel 1999] introduced the concept of Argument Zoning which deals with argument analysis in AM from rhetorical structure of scientific articles and paper demonstrated that annotations schemes can be applied to life sciences also apart from traditional computational linguistics (CL).

IBM is funding a multi-million cognitive computing project; the Project Debater, which IBM claims is the first AI, based system that can debate with humans on various complex topics. There are several research areas in AM from Artificial Intelligence perspective: Natural Language Processing (NLP) is the area in which natural language texts are processed through various methods which identify the arguments and their components occurring in the text (i.e., premises and claims) and then the relations among the arguments are predicted. Knowledge Representation and Reasoning (KRR) capabilities are then used upon the arguments and relations that were retrieved through NLP methods so that, for instance, inconsistencies and fallacies can be identified automatically in the texts. This interaction between computer and human helps in designing a quality computer-human digital argumentative software tool.

Current approaches used in AM mainly focus on the current development in the NLP field. Here, we do propose an analysis of the existing work in the current scenario with respect to AM literature and then defining the application of different machine learning algorithm scenarios with respect to the particular argument Model.

3. The Argument Mining Frameworks

Argument(ation) mining can be defined as, "Analysis of the text on the realistic level and then applying an argumentation theory on the model and analyzing the given data" [Mochales and Moens 2011] or it can be thought of as "the analysis of the general task of the discourse on the realistic level and then applying a particular theory of argumentation to the model and analyzing automatically the given data" [Habernal and Gurevych 2017].

3.1 Argumentation Models
Argumentation has its ancient roots in philosophy and dialects whose study can be traced back to 2000 B.C, from Socrates dialogue in rhetoric whose work was taken ahead by Plato in the form of Platonic dialogue. Having such a long tradition of over the centuries, it may come as no surprise that argumentation has pervaded many knowledge based areas such as logic, rhetoric, computer science, law, medicine, communication, and language. Literature is abundant on argumentation models, but it cannot be said that a perfect model has been achieved, however, research is taking new dimensions, and many models have been proposed. In this field different models have been developed during the past years which can be categorized mainly into three different categories as shown in the fig. 1 –

![Fig 1: The three categories of Argumentation models](image)

**3.1.1 Monological Models**

This model assumes a tentative proof of a given argument and then applying a set of rules on its internal structure. Several models based on this approach which addresses the internal structure have been developed[ Habernal and Gurevych 2017; Farley and Freeman 1995; Reed and Walton 2003]. These models tries to establish a link between the different components of the arguments and how the conclusion relates to the given premises or a set of premises. Their main focus is on the relationships which can exist in between the different components of the argument in a monological structure. Therefore, these types of models are known as Monological Models.

![Fig 2: A conceptual framework of Monological Argumentation Model](image)

One of the best monological model is that of Toulmin.[Toulmin 1958]. Toulmin method is an informal reasoning method proposed by Stephen Toulmin which assumes that the human argumentation and reasoning logic microstructure can be further broken down into six basic categories:

1) Fact/Data – Facts or data which are inconvertible or evidences which are used to prove the given argument.
2) Claim/Qualifier/Conclusion – It is a subjective statement or inference drawn in support of the possibly controversial fact which is argued about.
3) Qualifiers – Statements that make the arguments weaker which are made in support of the claim, which holds the validity of the argument to be true.
4) Warrants - It is the link between the claim and evidence. In support of the fact, which helps in drawing the inference and making a claim.
5) Backing – Statements made to tell as why the warrant is a rationale one, supporting the Validity of the Warrants only and not necessarily proving the main point which is being argued.
6) Rebuttal/Counter-arguments/Attack – It attacks the validity of the inference drawn or addressing the potential objections raised against the evidence drawn.

Toulmin's model has largely been influential, but one of the criticisms it faces is that it does not consider the implicit questions made in the argumentation. It assumes that an argumentation starts with a claim or a fact and ends up with a conclusion, ignoring the implicit questions arising. For e.g. "X was born in Assam, so he must be an Indian subject", the question arises, "Is X an Indian subject?" which is totally ignored, neglecting which questions should be asked and others not. Therefore, Toulmin's model use in diverse fields such as philosophy, science, law, user-generated content and design becomes a matter of discussion [Habernal et al. 2014]. Many extensions to Toulmin have been proposed in the literature.

3.1.1.1 Reed and Walton Monological Model:

Reed and Walton pioneer work on AM is one of the most important literatures found in Monological models. They proposed argumentation schemes which take the form of arguments, defining structure of inference. It describes the model taking notions of argument as product. This notion enables to evaluate and identify common argument types used in everyday discourse. Walton has proposed 25 such schemes in his extended work [Reed and Walton 2003; Walton 2009].

3.1.2. Dialogical Models

A second stream of research in AI has stressed on the existing relationships between the arguments, which at times is considered as abstract entities and totally discarding their internal structure. Since, these types of models emphasize on the argument structure similar to a dialogical framework, hence the name Dialogical Model. Many dialogical models have been proposed, to name a few are that of, Dung [Dung 1995], Bentahar [Bentahar et al. 2010], Hamblin [Hamblin 1970]; MacKenzie [MacKenzie 1979].
3.1.2.1 Dung Model:

PM Dung model is one of the most prominent abstract model using semantics of various types for evaluation of arguments. It takes an abstract approach which takes argument as atomic entity, where the entire focus is on the relevant relations in between them. It is known as Abstract Argumentation Framework (AFs for short). AFs are directed graphs with the vertices representing abstract argument and edges representing attacks between them. Conflicts arising are then resolved using semantics and different semantics reflect different perceptions as what can be considered to be reasonable, providing a calculi of opposition. The output is acceptable subsets of arguments, which are called as extensions, each corresponding to various scenarios given the available arguments. Admissibility and conflict-freeness are quite important factors, and based on these more advanced semantics have been proposed – right from PM Dung’s original work of stable grounded and preferred semantics to the recent approaches of ideal, semi-stable, cf2-semantics.

**Definition:**

If \((AF) = (A, R)\) is a pair in Dung abstract argument framework, where \(A\) is a set of arguments and \(R\) is such that,

\[ R \subseteq A \times A \]

Representing the relation as attack then we say that \(a_1\) attacks \(a_2\) iff,

\[ (a_1, a_2) \in R \]

There have been several extensions of Dung’s abstract argumentation theory original work, defining and extending rules of his original work, like ASAF (Attack-Support Argument Framework [Cohen et al. 2005 ], and other extensions [Cayrol et al. 2018].

3.1.3. Rhetorical Model

In general, dialogical and monological models consider the macro (external) and micro (internal) structure of the arguments. Some of the models do not follow both of these two approaches. These models are called rhetorical models which follow the rhetorical structure of arguments (schemas or rhetorical patterns). In these models, the aim is to take into account the way of using the arguments for the purpose of persuasion. A basic characteristic of these models is that they consider the perception of the audience about a particular argument. Rhetorical models are based on arguments that take into account the world’s perception from the viewpoint of the audience along with evaluative judgments, and they do not try to establish the validity of the conclusion.
3.2 Argumentation Methods
An AM system has to perform many strictly interrelated tasks, so before discussing methods, first, we define taxonomy in order to organize different tasks which go under one roof. Next, we will examine Natural Language Processing and machine learning methods which have been applied by the existing systems based on the role they play in the architecture of a typical AM system. The existing systems which have been developed till now implements a pipeline architecture using which they take unstructured text documents as input and produce structured document as an output, where the relations detected in the argument are annotated to construct an argument graph. Each of the stages in the pipeline method corresponds to one subtask in the whole AM problem, which we will discuss briefly in the next section.

The challenges in the AM field share many important similarities in the other subset of AI fields like Natural Language Processing, discourse analysis, machine language, information extraction, knowledge representation and computer linguistics.

3.2.1. Taxonomy of the AM Problem
The problem of AM can be addressed along five dimensions –

i) Granularity of the input

ii) Type/Genre of input

iii) Argument Model

iv) Granularity of the target

v) Goal of Analysis

The granularity of the text which is being processed indicates the level of the details which are searched in an argument (or parts of the argument). Some approaches examine a portion of the text at paragraph level; like the work done by Teufel [Teufel 1999], whose work is considered to be the forerunner in the field of AM. Most of the researches are focused at text on the sentence level whereas; in some other fine grained intra sentence argument component boundaries have been considered. The genre of the text defines what type of data is being input. With type of data it is meant like law/legal, news, essays, online discussions, medical etc.

Each AM system has to be associated with a specific argument model; most of the present existing systems do follow a claim/premise model. With the granularity of the target, it is meant that the aim of the approach is only at some specific components in the text such as claims or the target is the full argument. Thus, the target of AM systems varies in terms of granularity.

The goal of the argument varies on a lot of possibilities depending upon the approaches followed such as detection of arguments, prediction of relations in between arguments, classification problem of arguments, attribution, and completion.

3.3. Component Detection in Arguments-
Argument Component Boundary Detection (ACBD) is one of the key goals in the AM systems first stage, which is to detect arguments or argument components depending upon the desired
granularity of the target. It is considered as the first sub-task in the argument pipeline model. The entities so retrieved will represent a particular node in the argument graph. In AM systems, the approach to this problem is to divide this sub-task into two stages:

3.3.1 Argumentative Sentence Detection  

It quite is important to mention that not all AM systems necessarily follow this pipeline model. Some had a different approach[Teufel et al. 2009; Bar-Haim et al. 2017] considering that boundaries of the components in the argument are already detected and they concentrated on a single goal i.e. classification task. In the detection of argument components, the first step is to extract sentences in the text that do contain argument or part of the argument and which can be classified as argumentative. This problem is a classification task which can be addressed by any machine learning classifier, in principle. For this particular task, many different solutions can be proposed, which depends mainly on the argument model which has been adopted and the final goal of the AM system.

Training a binary classifier to differentiate between argumentative and non-argumentative sentences, leaving the task of identifying the argument component type (claim or premises) for the second stage. Training a multi-class classifier to discriminate among all type of argument components existing in the argument model that is being adopted by the AM system. This type of approach assumes that at most there is one argument component in the sentence and then training a set of binary classifiers in the considered model, one for each existing argument component. In a nutshell, no matter whichever approach we take among the three, we have to choose a classifier type and features to employ. Existing AM systems use a variety of classic machine algorithms such as Logistic Regression [Teufel et al. 2009; Stab and Gurevych 2017], Maximum Entropy classifiers[Lippi and Torroni 2016], Decision Trees and Random Forests[Stab and Gurevych 2014b, Eckle-Kohler et al. 2015], Support Vector Machines (SVM) [Mochales and Moens 2011, Stab and Gurevych 2014b, Eckle-Kohler et al. 2015, Park and cardie 2014].

Table 1 compares a comprehensive comparison of different approaches which are applied to AM tasks by different Authors.

<table>
<thead>
<tr>
<th>MACHINE LEARNING APPROACHES APPLIED</th>
<th>SENTENCE CLASSIFICATION</th>
<th>DETECTION OF BOUNDARIES</th>
<th>PREDICTION OF RELATIONS STRUCTURE</th>
</tr>
</thead>
</table>
Table 1 compares a comprehensive comparison of different approaches which are applied to AM tasks. These are ordered starting from the most frequently applied methods. As for other tasks in NLP, SVMs have proved to be the most performing algorithms in different settings, and for different AM sub-tasks. The acronyms stand for: Support Vector Machine (SVM), Parsing algorithms (P), Logistic Regression (LR), Recurrent Neural Networks for language models (RNN), Maximum Entropy models (ME), Conditional Random Fields (CRF), Naive Bayes (NB), Random Forests (RF), Textual Entailment Suites (TES) and Maximum Likelihood (ML).

These classifiers are trained under supervised settings on a collection of labeled examples from a data set. For each particular example, some part of the text which has to be classified is provided (for e.g., a form of feature vector) associated together with the class (label). This supervised training thus produces a model which is then used to predict new text. Although there are many studies done which can be found in the existing literature which have compared existing approaches in order to tell that which particular classifier should be used, but there has been no clear success. Frequently employed approaches are punctuation and verb tenses information [Mochales and Moens 2011; Eckle-Kohler et al. 2015] and discourse markers, named entity recognition systems[Levy et al. 2018; Rinott et al. 2015].

Table 2: A list of features most frequently computed for AM tasks, from the most frequently used ones.

<table>
<thead>
<tr>
<th>FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Syntactic and Positional</td>
</tr>
<tr>
<td>2. Lexicon</td>
</tr>
<tr>
<td>3. Topic Relatedness/Semantic similarity</td>
</tr>
<tr>
<td>4. Sentiment</td>
</tr>
<tr>
<td>5. Embeddings</td>
</tr>
<tr>
<td>6. Pattern(regex)</td>
</tr>
<tr>
<td>7. Discourse</td>
</tr>
<tr>
<td>8. Bag – of – words</td>
</tr>
<tr>
<td>9. Subjectivity classifier</td>
</tr>
<tr>
<td>10. NER</td>
</tr>
<tr>
<td>11. Vocal (speech)</td>
</tr>
<tr>
<td>12. Wikipedia – based</td>
</tr>
<tr>
<td>13. PMI</td>
</tr>
<tr>
<td>14. Emoticons</td>
</tr>
</tbody>
</table>

It is one of the most advanced AM systems. This system[Levy et al. 2014] addresses the task of building classifiers for the purpose of detection of argumentative sentences, one crucial choice has to be considered, which is whether and how to employ contextual information. Many approaches use domain-specific knowledge. IBM project debator developed in Haifa, Israel is able in detecting context dependent claims automatically from Wikipedia extracted based on this information which, has been provided previously. These type of tasks are articles. In this, the system developed is designed specifically in a work setting where the topic is given in advance and the argument components detected have to be known as Context-Dependent Claim Detection (CDCD) and
Context-Dependent Evidence Detection (CDED). Ruty Rinott [Rinott et al. 2014] gave a follow-up and addressed the task of (CDED). In 2017, Bar-Haim [Bar-Haim et al. 2017] addressed the task of claim stance classification, which can be decomposed into detection of:

i) Targets of the topic given and the claim
ii) Sentiment or the polarity towards each of the targets
iii) Whether targets are consistent or contrastive.

If contextual information is provided, it serves as a decisive factor in the accuracy of the AM system, but on the contrary, it hinders the generalization capability of the AM system. Domain specific features do help in constructing an argument, but they are most likely to overwrite the very data upon which they have been constructed; therefore, in order to build a generic AM system, it should be tested across different application scenarios and corpora.

In order to address the problem, Lippi and Torroni [Lippi and Torroni 2015] proposed Context Independent Claim Detection (CICD), based on Support Vector Machine (SVM) ML algorithm which is based on structured kernels on the constituency parse trees, which in turn was more or less based on the Partial Tree Kernel proposed by Moschitti [Moschitti et al. 2006]. Partial Tree Kernel approach was used for measuring the similarity between the given sentences. The constituency parse tree generally reflects the presence of a claim. Tree kernels construct an implicit feature space automatically and hence does not need to be defined manually neither there is the need for domain specific, context dependent information.

There are some cases however, in which context dependent information becomes a necessity for example Twitter data, which is used for opinion mining [Pan and Yang. 2010; Pang and Lee. 2008; Grosse et al. 2015] and microblogs data which contains jargons, short hand typing, smileys etc which require specific ML methodologies and representations.

3.3.2 Argument Component Boundary Detection

This stage is the second stage which deals with detecting the exact boundaries of argument component [Stab and Gurevych 2014b], which is also called as an argument discourse unit [Peldszus and Stede 2013] or argument unit [Eckle-Kohler et al. 2016]. This is a segmentation problem dealing with the beginning and end of argument components, which becomes necessary as the whole sentence cannot be taken as a single argument component [Habernal et al. 2014]. There are three cases which needed to be examined while dealing with the input granularity of the given sentence:

(i) The whole sentence or a part of it becomes the argument component itself;

(ii) A single sentence may contain multiple arguments;

(iii) Multiple sentences may connect in support or attack of a single sentence.

The prevailing methods consider any one of the above three possibilities [Levy et al. 2014; Mochales and Moens 2011]. Different types of argument components have quite different and specific characteristics hence the problem of boundary detection is heavily dependent upon the argument model which is chosen. For example, report about an annotation study of ca. 4,000 [Habernal et al. 2014] where the sentences are based upon the claim/premise model and the average length of a claim sentence is 1.1 and an average length of of a premise was found to be 2.2 sentences.

Aharoni and Levy [Levy et al. 2014; Habernal et al. 2014] performed AM tasks on the IBM corpus and considered part of the text from the sentence as claims, while the premises stretched across multiple sentences or paragraphs. Maximum likelihood is used to identify probable boundaries in the context dependent claims [Levy et al. 2014; Rinott et al. 2015] used a different approach considering segments of text up to three sentences contained within a single paragraph as evidence supporting/attacking the claim. Some of the research work done totally ignores the boundary detection approach, instead they considered identification of clauses or sub sentences originating from a parsed tree build from the argument component [Mochales and Moens 2011], whereas some work reflects another approach assuming that sentences are already segmented and they focused mainly on their characteristics subdivided into following four types;

i) premise

ii) claim

iii) major claim
iv) none

Some other works explored structured-output and relational classifiers using the sequence labelling approach[Nguyen et al. 2007], where a class or a tag is assigned to each word in a given sentence so that classes were able to differentiate words in a sentence classified as the argument component from the other words. Hidden Markov models, Conditional Random Fields and the likewise algorithms have been applied successfully in this category of approach, for example, the recognition of named entities in tweets[Ritter et al. 2011], extraction of information from the social media data[Imran et al. 2013]. Works by Goudas[Goudas et al. 2014], Sardianos[Sardianos et al. 2015], and Park [Park et al. 2014] contributed significantly in this segmentation problem. Sardianos[Sardianos et al. 2015] also used Recursive Neural Networks algorithms to represent words.

MARGOT (Mining ARGuments frOm Text) [Lippi and Torroni 2016], is a web based tool designed for component classification and segmentation problem and has been tested on the IBM corpus[Bar-Haim et al. 2017,Rinott et al. 2015].Habernal and Gurevych[Habernal and Gurevych 2017] modified Toulmin’s model to identify argument components using a sequence labelling approach in Web discourses on user generated data(sample of controversial topics about education).

3.3.3 Argument Structure Prediction

This is the most complex and final stage of AM system and it deals with predicting the links in between the argumentative sentences or components, depending upon the granularity of the target. This is an extremely challenging task involving the relationships and the connections in between the detected arguments, involving high-level representation of knowledge and reasoning issues. This task is known as ‘prediction’ rather than ‘detection’, as the final goal is not a portion of a single sentence but a link between portions of sentences. The output of this prediction stage is a graph, connecting the arguments retrieved in the process where edges of the graph depict relations among the arguments retrieved like entailment and support/attack on the claim in the sentence. Graph representation is invaluable with respect to retrieving information from social media and web documents in many applications such as analysis of debates, social media network influence etc.

4.Conclusions

Many models have been developed and tested[Walton 2009; P.M. Dung 1995; Bentahar et al. 2010; Teufel et al. 2009]over different corpora and using different Machine Learning algorithms, with the goal of predicting the argumentative sentences and their links and providing optimum answer with high level of accuracy.

For AM using ML and AI techniques requires a collection of annotated documents also known as corpus, which are used as training set for any kind of predictor. Constructing a corpus is a complex and time consuming task but is required for obtaining homogenous and consistent annotations. Argument mining in a particular domain needs the corpus related to that domain so as to identify the argument components, their exact boundaries and the existing relations between them[Mochales and Ieven 2009; Habernal et al. 2014]. Different datasets have to be constructed for particular domain with specific objectives because every corpora does not fits to every approach taken for all the stages of the argumentation pipeline.

Finally, we summarize on the performance achieved by the various argumentative systems taken in this survey paper as they are supposed to have achieved high level of accuracy. These systems have been tested on various corpora using different machine learning methods with the single objective of getting high level of accuracy with respect to mining of arguments and claims.[Mochales and Moens 2011] reported an accuracy of 73% and 80% on argumentative sentences classification task on the AraucariaDB datasets and European Court of Human Rights(ECHR) datasets respectively. It is one of the most successful extraction of claims and he supporting premises in the Legal domain. With respect to the identification of the argument components and classification task they achieved a precise/recall of 77%/61% for conclusions and 70%/66% of accuracy for for premises.[Rooney et al. 2012] achieved an accuracy of 65% on AraucariaDB dataset with respect to argument classification task.[Lippi and Torroni 2015: Levy et al. 2018] achieved an accuracy rate of 17% $F_1$ and 18% $F_1$ with respect to claim mining on the same IBM corpus.[Lippi and Torroni 2015] achieved a $F_1$-Score of 71% on the persuasive essay corpus, however, [Stab and Guevych 2014b] achieved $F_1$-Score of 63% for detection of major
5. Future Scope

AM is one of the most prominent fields of research in AI at present which can greatly benefit the customer profiling and market analysis through mining data in social media and web. It could provide development of reasoning engines for the arguments originating from the web or social media. AM may be the next step after opinion mining and sentiment analysis in the field of Artificial Intelligence [Habernal et al. 2014]. While opinion mining deals with ‘what people think about someone or something’, AM helps to understand ‘why’ they think so with the help of reasoning and causes as to understand the real cause of the present mindset of the people. The goal of AM is to analyse the process of ‘human reasoning’ through which humans rationally accept or reject an argument, opinion or a theory. Argumentation tools pave the way to a lot of new futuristic applications cutting across many disciplines like humanities, social sciences, engineering. Decision makes and policy learning [Stab et al. 2018], could be employed automatically for extracting arguments in order to improve models and support strategic choices. Engineering workflow processes have already exploited argumentation models for the automated evaluation of alternative design solutions [Moschitti et al. 2006], and argumentation mining could be an additional asset in the process.

Customer profiling and market analysis could greatly benefit from the analysis of arguments provided by users over the Web. Here, argumentation mining might unlock innovative ways of organizing, supporting, and visualizing online debates, by clustering posts, and proposing new rankings. Finally, AM has the potential of dealing with the building of sophisticated AI systems capable of maintaining structured knowledge representation in open domains from the unstructured data.
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