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Abstract: The classification techniques based on various machine learning techniques are having use for 

the Big data analysis. This will be useful in identifying the classification and then finally the prediction 

which will be useful for the decision managers for having quality decisions. There are various types of 

supervised and unsupervised learning techniques which are having capabilities in the terms of driving the 

analysis. This analysis will be useful for having identification of relationship between the various 

attributes which is required to device the analysis.  There are various supervised learning techniques 

which are useful to drive the analysis.  These techniques are SVM, Logistic regression, KNN, Naïve 

Bayes, Tree, Neural network. The relative comparison of this technique is done in the terms of various 

parameters for example AUC, CA, F1, Recall and precision. The accuracy in the terms of AUC, CA is 

highest for the Naïve Bayes. This shows the Naïve Bayes is having higher true positives, true negative 

ratio. The proposed technique is having higher accuracy of 81% which is far above than all the 

remaining techniques.  The confusion matrix for the Naïve Bayes is having true positive count as 729, 

true negative at 103. This shows that the true positive and true negative count is far above for this 

technique compared to the other techniques.  
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1. BACKGROUND

As in current situation India is the second largest producer of the farm based products in whole 

world. In India almost 70% of the population is directly dependent on the agriculture production. 

The agriculture is one of the broadest economic sector and affects the socio economic culture of 

the country.  The agriculture is a unique business which has various factors which affect its 
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growth or we can say output[12][13].  The climate based factors are main focusing points which 

have greater impact on the agriculture production.  Other than the rainfall  there are various 

parameters for example soil, climate, cultivation, irrigation, fertilizers, temperature, rainfall, 

harvesting, pesticide weeds and other factors.  The crop yield prediction will be considered as the 

main focusing point for the companies involved in the processing of the agriculture produce. The 

supply chain management is the core issue which requires some capacity building and then 

utilization if the correct level prediction is done. There are various other businesses that are 

directly be connected to the agriculture for example seed, fertilizer, agrochemical and 

agricultural machinery industries plan production and marketing activities etc. which requires 

quite high number of prediction based activities so that right  prediction can be done. The 

government on the other hand is involved in the prediction scenario so that policy framework can 

be built[10]. 

• The policy decisions taken by the government will be having higher level of futuristic

prediction scenario.

• It will help in collecting the legacy data related to the agriculture produce and its most

effecting factors.

The government broader level insurance scenario can also be build such that premium amount 

can be predicted by having correct estimate of the agriculture produce. 

Data mining is new field in the sector of agriculture, because previously there was no such 

system which is used for the prediction of the agriculture produce based on various relevant 

factors. The level of the effect of these parameters on the agriculture prediction can be identified. 

The data mining field in integration to the machine learning techniques became a powerful 
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process to identify the prediction accuracy. There are two types of machine learning techniques, 

one is in the category of supervised and other is the unsupervised learning techniques. In the 

supervised learning techniques, the set of rules are mentioned by the researcher based on the 

parameters or attributes values. These conditions are adjusted based on the variation in the data 

so that classification and then the prediction accuracy can be enhanced.  There are various 

techniques which comes in the supervised learning process are based on the classification 

process, these techniques are KNN, Random Forest, Decision Tree, Naïve Bayes etc.  These 

techniques classify the data based on various attributes values so that given dataset can be 

proportionally classified into different classes, and then finally the prediction perspective is done 

which will be used for the prediction based on the target variable. The unsupervised learning 

technique is another way of for identifying the relation between   different attributes. The data 

belongs to different attributes are having natural relationship such that right perspective of 

relationship can be developed.  The regression based analysis is the right technique for those 

datasets having various attributes which are having natural relationship for example age and 

salary [1]. 

2. LITERATURE SURVEY

[1]P. S. Budi Cahyo Suryo et al.(2019): The smart agriculture is the need of the hour, as various 

applications are being developed to automate the decisions regarding various angles, the large 

dataset  is being used for the prediction perspective, LSTM based technique is used for reduction 

in the RMSE value compared to the back propagation process. The researcher has conducted 

different aspects for checking whether the back propagation is having superior results. But the 

LSTM based technique provides better results compared to the back propagation.  The proposed 
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technique is having RMSE value at 0.8 compared to it, the back propagation is having 0.1 

results. 

[2]A. Savla et al.(2015): The machine learning is highly suitable process for having various 

prediction in various different fields. The agriculture is new entrant into this, the yield prediction 

of soybean crop is main focusing issue, so that the decision regarding different aspects of 

agriculture production can be taken place.  The researcher in current paper has put various 

prediction based techniques based on machine learning in the supervised learning techniques. 

The proposed mechanism based on the large dataset related to the agriculture production will be 

suitable for handling large block of data. The comparative analysis of different techniques on the 

basis of different parameters for example accuracy. 

[3]P. S. Nishant et al.(2020):The author in this paper has  given the research  on the prediction of 

agriculture produce for various different crops planted in Indian context. The researcher has 

provided the technique based on advanced regression techniques like Kernel Ridge, Lasso and 

ENet algorithms to predict the yield and uses the concept of Stacking Regression for enhancing 

the algorithms to give a better prediction. The proposed technique uses various parameters based 

on state, district, season and the area so that various different previous years data and its impact 

with respect to the temperature and humidity can be considered. The proposed technique shows 

the best of the results compared to other techniques available for the prediction for the 

agriculture produce. 

[4]Meizir and B. Rikumahu(2019): author in this paper has given the proposal for prediction of 

stock prices and the agriculture produce. In both the areas there are higher level of variations in 

the stock prediction accuracy because there are various factors which will affecting the stock 
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prices, these factors are hard to prediction  and are having higher level effect the stock prices. 

The technical analysis with Artificial Neural Network Backpropagation method is used by the 

researcher for the prediction scenario. There are various factors which are being considered to 

compare the performance of the proposed technique with the base technique.  The proposed 

technique is having lower level variations for the prediction compared to the actual. The 

predicted values of Artificial Neural Network Backpropagation them means showing a 

promising result. 

[5]K. Tripathy et al.(2011):The author in this paper has proposed a technique for the pest/disease 

management. The author in this paper has taken the dataset related to the dynamic crop data over 

to the different years. There are various proposed mechanisms that suitable for the prediction of 

the results. The large sensor devices are being placed at different positions to collect the data 

related to the plants in specific area, so that sensory data can be analyzed to interpret the effect of 

various factors on the plant disease and yield. The study will help in generating the analysis 

about various aspects and will provide the way for accurate prediction of the disease and its 

management practices over the years. 

[6]S. Nagini et al.(2016):The  researcher in this paper has proposed a research on the prediction 

of the agriculture produce based on the past records.  In India where there are large population 

which is dependent on the agriculture if will get good prediction then the level of the risks in the 

agriculture produce can be minimized. There are plenty of the factors which affect the crop yield, 

these parameters are Water, Nitrogen, Weather, Soil characteristics, Crop rotation, Soil moisture, 

Surface temperature and Rain water etc. which are having direct relevance in context to the 

production. The proposed methodology provides the good way for the prediction so that with the 

knowingness of various parameters expected flow of the whole scenario can be predicted. There 
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are various critical parameters which are having direct impact on the agriculture produce, this 

parameter is mainly rainfall. The author has given the research in the line of regression models 

like Linear, Multiple Linear, Non-linear models for identifying the high accuracy and also the 

relative accuracy of these techniques can be compared so that best technique whose accuracy is 

high can identified and adopted. 

3. METHODOLOGY

The methodology is based on the sequential steps that are taken for identification of the 

prediction for the agriculture yield. There are various machine learning techniques that are to be 

tested on the give dataset on the basis of accuracy of the prediction. The confusion matrix is 

identified by comparing the evaluated prediction with the actual, four different parameters are 

set, one is the true positive, second is true negative, third is false positive, fourth is false 

negative.  

Fig. 1 Methodology 

4. DATASET

The dataset based on the traditional data related to various factors for example temperature, 

humidity, soil conditions and various other attributes which either affect the agriculture produce 

directly or may be indirectly.  The dataset is available at Kaggle as open source freely available 
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dataset can be used for prediction of the agriculture production or yield with results of different 

values of parameters. 

5. TRAINING AND TESTING SET

The whole dataset is subdivided into two parts for applicable on the machine learning techniques 

for the prediction scenario.  The first set is the training set and second set is the testing set. The 

70% is kept for the training set and 30% is set for the testing set. The selected model is made to 

learn from the training set, such that learned things are applied on the testing set. The higher will 

be the learning higher will be accuracy on the testing set. 

6. RESULTS

There are various classifiers that are used for classification of the dataset based on the agriculture 

production and its various factors which affect the agriculture yield.  The supervised learning 

techniques for classification of agriculture data are having different levels of accuracies. These 

accuracies are measures in the terms of four factors, true  positive, true negative, false positive, 

false negative.  

6.1 SVM based classification 

Actual 

Predicted 

741 66 807 

134 69 203 

875 135 1010 

Table 1 confusion matrix using SVM 

The table 1 represents the four variables, true positive, true negatives, false positive, false 

negative. The SVM based classification for agriculture data is having higher accuracy.  
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Fig.2 Lift chart result 

The graph in fig. 2 shows the TP rate and positive rate, the true positive count is higher 

compared to the false negative and false positive. 

6.2 Tree based classification 

Actual 

Predicted 

717 90 807 

114 89 203 

831 179 1010 

Table 2 confusion matrix 

The graph shows the confusion matrix for the tree based classification. The true positive and true 

negative rate for the Tree based technique is higher compare to the false negative, false positive.  

6.2.1 Parameters results. 

Fig. 3 Parameter result 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 23, Issue 5, May - 2021 Page-47



The figure 3 shows the parameters results with respect to AUC, CA, F1, Precision, Recall. 

6.2.2 Lift chart results 

Fig. 3 Lift chart 

The graph in fig. 2 shows the TP rate and positive rate, the true positive count is higher 

compared to the false negative and false positive. 

6.3 KNN based classification 

Actual 

Predicted 
775 32 807 

162 41 203 

937 73 1010 

Table 3 Confusion matrix for KNN 

Table 3 shows the confusion matrix for the agriculture produce data based on KNN based 
classification. 

6.3.1  Parameters results 

Fig. 4 Parameters values 

Fig. 4 shows the results for different parameters based on KNN based classification. 
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6.3.2 Life chart results 

Fig. 5 Lift chart 

The graph in fig. 5 shows the TP rate and positive rate, the true positive count is higher 

compared to the false negative and false positive. 

6.4 Logistic regression based classification 

Actual 

Predicted 

771 36 807 

125 78 203 

896 114 1010 

Table 4 confusion matrix  based on logistic regression. 

6.4.1 Parameters results 

Fig. 6 Parameters results 

The fig. 6 shows the parameters results based on different parameters. 
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Fig. 7 Lift chart 

The graph in fig. 7 shows the TP rate and positive rate, the true positive count is higher 

compared to the false negative and false positive. 

6.5 Naïve Bayes based classification 

Actual 

Predicted 

729 78 807 

100 103 203 

829 181 1010 

Table 5 confusion matrix  based on Naïve bayes 

6.5.1 Parameters results 

Fig. 8 Parameters results 
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Fig. 9 Lift chart 

The graph in fig. 9 shows the TP rate and positive rate, the true positive count is higher 
compared to the false negative and false positive. 

6.6 Neural network based classification 

Actual 

Predicted 

733 74 807 

122 81 203 

855 155 1010 

Table 6 confusion matrix 

6.6.1 Parameters results 

Fig. 10 parameters results 
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Fig. 11 lift chart 

7. COMPARATIVE TABLE

AUC CA F1 Precision Recall 

Tree based classification 0.646 0.798 0.793 0.789 0.798 

KNN 0.715 0.808 0.770 0.774 0.808 

Logistic regression 0.799 0.841 0.822 0.825 0.741 

Naïve Bayes 0.810 0.824 0.820 0.817 0.824 

Neural network 0.748 0.806 0.796 0.790 0.806 

SVM 0.748 0.802 0.786 0.779 0.802 

Table 7 Comparison for all the parameters for different techniques 

The table shows the comparative accuracy for all the classification techniques, there are various 

parameters which are used for comparing all the techniques. The Naïve Bayes is the best suitable 

technique as far as accuracy is concerned.  The classification and then finally prediction based on 

Naive Bayes is having highest accuracy. 
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8. CONCLUSION

The classification based on the machine learning techniques is the emerging field for different 

areas where there is some sort of quality in the decision making is required. The health sector is 

new entrant to the data analytics. This provides the way for early prediction for any type of 

disease based on the different parameters.  The classification and prediction for the business 

decision making is used by various levels of the decision managers for enhancing the quality of 

the decisions.  There are abundance numbers of techniques and tools are available which provide 

the way to achieve the higher accuracy for the prediction. There are abundance numbers of 

machine learning techniques which provide the way with different levels of accuracy. The 

accuracy using Naïve Bayes is highest out of all the other technique. The Naïve Bayes is having 

accuracy at 81%. This is far above than the other classification and prediction techniques. 

9. FUTURE WORK

The classification techniques based on the supervised learning is the best way for the 

classification and the then prediction for specific aspect related to the different fields. There are 

various algorithms based on the machine learning are suitable for prediction with higher level of 

accuracy. The proposed algorithm named as the Naïve Bayes is having higher accuracy 

compared to various algorithms. The supervised machine learning algorithm is having higher 

positivity rate compared to the false rate. The accuracy can be tested with the adjustment in the 

training and testing set. The higher training set is having higher accuracy. 
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