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Abstract: In almost every aspect of today’s world, parallel computing is playing as is a very noteworthy role in meeting the rising 
needs of the digital world. The purpose of this paper is to show that if we combine the logic of Weighted Round Robin algorithm 
with Minimum Completion Time algorithm, then newly developed hybrid algorithm provides us optimal results like shorter 
makespan, lowest execution time, lowest energy consumption, lowest latency, highest throughput in comparison to Round Robin 
(RR), Opportunistic Load Balancing (OLB), Minimum Execution Time (MET) and Minimum Completion Time Algorithm. Thus, 
hybrid algorithm is more reliable to schedule the gives tasks or jobs to nodes of computing system as well as it can also remove the 
load imbalance problem to greater extent. With these optimal results, we can say that hybrid scheduling and load balancing can 
finish the workload within given deadline. 
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I. INTRODUCTION 

The major reason for balancing the load is to tap the potential of underutilized processing power within the parallel and distributed 
networks [1]. So, its better idea to shift extra load from heavily loaded nodes to under loaded nodes without disturbing the 
remaining clients in a network. Other motivations for scheduling and load balancing include attaining high accessibility, signifying 
adaptability and tapping execution power of all nodes. Advanced accessibility can be attained by shifting tasks from the machines 
that are more prone to failure to the more reliable machines [2]. Thus, the execution of tasks will remain unaltered even after some 
of the nodes goes down off the network. The accessibility is indispensible during the process reconfiguration as some tasks are 
needed to continue in working condition (like servers) [3][4]. At last, some machines have high processing capability in a 
distributed network and these machines should always be targeted for processing purpose although the processes can be started on 
regular machines [5][6]. 

So, load balancing algorithms play the most important role to enable efficient use of multi-processor systems by nearly equalizing 
the load among processors [7,8]. Balancing of the load among the computing nodes does not keep any node in idle state. A load 
balancing algorithm will always improve the performance of the computing system than having load balancing algorithm[9][10-
11]. Thus, without load balancing algorithm the basic objective of a computer network for sharing resources will not be fulfilled 
effectively [12]. 

II. RELATED WORKS

Scheduling and load balancing is achieved on the knowledge of numerous performance evaluations, which will 
increase the performance of parallel tasks computations [14]. The author shows that the task deals with the data 
processing, software accessing and storage utilities. The efficient software classifies process reliable with the service-
level arrangement and demanded sources [15]. Every process in the parallel processing is then allocated to the one of 
the available processing servers. The meta-heuristic task scheduling; delivers an outstanding amplification through 
which it practices the data for achieving scheduling results. Heuristic methods can work as static or dynamic [9] [10]. 
In addition, such cyclic methods like round robin deals with the FIFO method to perform such scheduling tasks. In 
addition, it works on the resource management for each task using specific time intervals [16] [17]. Subsequently the 
processes are queued till the probability for processing of the tasks is achieved. Also the balancing load is also one of 
the heuristic methodology based scheduling process which also deals with the scheduling of the processes to the 
following accessible apparatuses based on completion time of the execution [12][13]. 
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Round Robin (RR) It allocates the tasks to the nodes in First-in-First-Out (FIFO) manner for a specific time slice and 
thereafter it snatches ir from node and allocate next task available in ready queue of that node. Thus it is pre-emptive in 
nature. [16]. 

Opportunistic Load Balancing (OLB) it allocates the given job to the workstation that is ready next. Thus, it tries to 
keep maximum resources as busy as possible. But main drawback of this method is that poor makespan is resulted as 
this strategy does not take in to account execution-time of the process [17]. 

Minimum Execution Time (MET) That machine, which will take the lowest execution time for the process, will be 
the first to be scheduled. Because it does not take into consideration the availability of the machine before assigning 
job to it, load balancing is not achieved in effective way. Time-Complexity of this method is O (m) if we consider m as 
number of processes [18]. 

Minimum Completion Time (MCT) That machine, which will take the lowest completion time for the process, will 
be the first to be scheduled. Because it takes into consideration the availability of the machine before assigning job to 
it, load balancing is achieved in effective way. Time-complexity of MCT is similar to MET [18]. 

III. PROPOSED WORK
Round Robin Algorithm does not take into account different processing capabilities of the machines which results in 
load imbalance. This shortcoming can be taken care of by using the Weighted Round Robin (WRR) where larger 
processes are assigned to higher priority queues. 

MCT covers the limitations of OLB and MET by considering the ready time of the resource to maximizing the overall 
resource utilization. 

Proposed Algorithm (WRR+MCT) combines the benefits of WRR and MCT. It is pre-emptive in nature to balance the 
load among processors at run time in a better way. So, its dynamic algorithm in nature. 

IV. RESULTS AND DISCUSSION

In this research we have attained whole simulation in MATLAB. We have used MATLAB because it’s an efficient 
strong technical computing tool which is used to analyze the algorithm and execution in an effectual manner. So below 
are the results and discussions of the proposed method. 

Thus, using MATLAB, Simulators for Round Robin (RR), Opportunistic Load Balancing (OLB), Minimum Execution 
Time (MET), Minimum Completion Time (MCT) and Proposed Hybrid Approach (WRR+MCT) are designed. Data 
Set consisting of random arrival times of processes, the power consumption by these processes and other data traffic is 
used as input for analyzing performance of all these simulators. Each Simulator needs input as number of processes for 
which scheduling is to be done so that the load is optimally balanced among various parallel processors and the 
appropriate simulation time needed by the simulator. 

The experimental results obtained from these simulators are shown as follows:. 
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Fig 2: The energy consumption pattern of different algorithms  
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Fig 3: Shows that the actual execution time taken by proposed method is less than the expected execution time 
considered by the other traditional methods. 

 

 

 
Fig 4: shows that the latency in execution of all processes is lowest in proposed method to give real time solutions. 
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Fig 5: shows the highest throughput achieved by proposed method in terms of kilo bits per second (kbps) in evaluation 
to other methods. 

Fig 6: shows the minimum completion time taken by hybrid method in execution of all the processes in given 
simulation time. As we know makespan is the total time taken by an algorithm for execution of given tasks from 
earliest start time of first process to latest finish time of last process. The makespan for given input data set is also 
obtainable from this figure and clearly proposed hybrid method is attaining lowest makespan than other traditional 
methods. 

All these above five metrics viz. Energy Consumption in mJ, Execution Time in ms, Latency in ms, Throughput in kbps and 
makespan or completion time in ms are quantitative in nature while reliability and deadline are taken as qualitative metrics.  
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Thus, it is clear that the performance of our proposed method is coming better and is achieving high efficiency in evaluating all the 
number of jobs by the machines to provide all the necessary resources to the users. The proposed hybrid method can attain optimal 
results which increase the efficiency of the parallel computing tasks in an effectual manner. 
 
 

V. CONCLUSION 
 
This paper deals with the parallel computing method using the hybridization method  using weighted round robin and minimum 
completion time for the scheduling and the load balancing of the computing system to achieve least energy consumption, least 
execution time, least latency, high throughput and least makespan or completion time. 
 
Future research work may include the communication cost in message passing from source to destination node in the 
communication network. As such techniques can be explored which can provide optimal results considering communication cost 
over links while calculating the above said performance metrics.  
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