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Abstract: Phishingis a cybercrime technique in which the attacker creates a copy of genuinewebsites with thesame
colorpattern, layout, font, and logo and with a domain name that matches with the realone. Then, broadcast this fake
website through various online modes like emails and social media. The attacker creates lucrative offers ordiscounts to
lure in people to click on the phishing link. Once the user clicks on this phishing link, they a re directed to theduplicate
website thatthe attacker had created. Theuser believes thatit is the real website and enters his/her login details and other
confidentialdata. This data is stored on theattacker’s server thus giving him fullaccess to the victim’s data. The phishing
attackismainly targeted to collect confidential data of the victim. This data includes Username, Passwords, Bank details,
security Credit card numbers etc. Machine Learning algorithms are being used widely in detecting phishing websites.
This paper shows performance analysis of three Machine learning algorithms used for URL phishing detection. These
algorithms are Extreme Learning Machine, SupportVVector Machineand Naive Bayes algorithm. The paper analyses
these algorithms on the parameters of Accuracy, Precision, Recall, F1 score and Confusion matrix. The datasetincludes
11,000 entries and 30 features from UC Irvinedatasetrepository. The literature survey shows how only importance is
given to only one parameter i.e., Accuracy parameter whenanalyzing performance of the URL phishing detection
algorithms. This paper concludes on how Accuracy parameter does not show full picture on the overall performance of
the URL phishing detection algorithmsandalso how Precision and Recall parameters are very important in
understanding theworking of thesealgorithms.
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1. INTRODUCTION

With the advent of innovations in Mobile networks and
Internet of Things (10T) devices, Internet usage has
increased enormously. Anew generation of mobile

about thetarget group. Whaling is similarto spear
phishingbut in Whalingthe attacker masqueradesasa

senioremployeeof an organizationand then directly

network technology like 4G and5G has provided high-
speed internet to allits users. Therefore, a large no of
new users is now usingthe internet. Thishascreateda
favorable situation for attackers to targetnew users.

A phishingattackis performed in many ways. Email
phishinguses emails to broadcasta phishingURL to a
larger number of audiences. Spear Phishingisa
technique in which a specific group of people is
targeted, forexample, employees of an organization.
Thiskind of Phishingattack needs moreknowledge
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target the attack on other importantindividuals in the
organization with an aim to collect extremely sensitive
informationandthenuse it for criminal purposes.
Smishingand Vishingare other Phishingattacks in
which the medium of communication isan SMS text
messageand Voice call respectively. The SMS contains
the samecontentas the phishingemail whereas in
Vishing the attacker posesasa fraud investigator and
asksforsensitiveinformationon phone calls.
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Machine Learningalgorithms are being used widely in
detecting phishingwebsites. Machine learningis a field
of computerscience in which the algorithms are trained
usinga dataset and then made to perform the intended
task. With training, the algorithm builds knowledge
about theproblem. The Algorithm then uses this
knowledge and current inputs to the algorithm to make
a particulardecision. In this paper, three Machine
Learningalgorithms namely Extreme Learning
Machine, Naive Bayes and Support VVector Machine are
implemented on a Datasetof 11,000 Entries from UC
Irvine website. The performance metrics calculated for
this purpose are Accuracy, Precision, Recall, F1 Score,
and Confusion Matrix.

2. DATASET:

The datasetused in this paperis 30 Features dataset
from UC Irvine Machine Learning Repository database.
Ithas11,000binaryentries forall 30 features. These
features include URL features and Web page features.

A large dataset would trainthe Machine Learning
algorithm ondifferent cases and possibilities which
would ultimately increasethe chances of Phishing
detectionalgorithm.

The performance metrics of machine learning
algorithmsare inter-related. This relation will help in
combiningthe metrics instead of lookingatthem
individually. The accuracy metrics is widely used to
measure the performance of the Algorithms. The value
of accuracy metric would change if less significant
features are selected for training the algorithm. The
value of accuracy would change if dataset is changed
even if we are usingthe same algorithm. Thefigure
below shows the lists of 30 features from thedataset.
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Ouiput

Inpur (Features) (Class)

1.1. Address Bar based Features
1.1.1. Using the IP Address
1.1.2. Long URL to Hide the Suspicious Part
1.1.3. Using URL Shortening Services “TinyURL"”
1.1.4. URL’s having “@” Symbol
1.1.5. Redirecting using /"
1.1.6. Adding Prefix or Suffix Separated by (-) to the
Domain

-1.7. Sub Domain and Multi Sub Domains

.1.8. HTITPS (Hyper Text Transfer Protocol with Secure
ockets Layer)
.1.9. Domain Registration Length
.1.10. Favicon
-1.11. Using Non-Standard Port
.1.12. The Existence of “HTTPS™ Token in the Domain
art of the URL
.2. Abnormal Based Features
.2.1.Request URL
1.2.2.URL of Anchor
1.2.3 Links in <Mecta™, <Secript> and <Link> tags
1.2.4.Server Form Handler (SFH)
1.2.5. Submitting Information to Email
1.2.6.Abnormal URL
1.3. HTML and JavaScript based Features
1.3.1. Website Forwarding
1.3.2. Status Bar Customization
1.3.3. Disabling Right Click
1.3.4. Using Pop-up Window

1
1
S
1
1
1
1
P
1
1

-1 Phishing
1 Legitimate

1.3.5. IFrame Redirection

1.4. Domain based Features

1.4.1. Age of Domain

1.4.2. DNS Record

1.4.3. Website Traffic

1.4.4. PageRank

1.4.5. Google Index

1.4.6. Number of Links Pointing to Page
1.4.7. Statistical-Reports Based Feature

Figure.5. Table of 30 Features in the dataset[1].

3. IDENTIFICATION OF THE
PROBLEM

There are lot of datasets and algorithms which are being
used for URL phishingdetection. Thus, every time we
cannotsay thatwe canget betterresults if we are using
certain dataset or only half of thedataset features or if
we use this algorithm, we will be getting highest
accuracy. The ability of URL phishing detection
changes from algorithm toalgorithm and from dataset
to dataset. Based on thecurrent analysis it is clearthat
feature selection plays an important role if we want our
algorithmstoidentifyalltypesof cases in the dataset.
This paperusesa 30 features dataset from UC Irvine
dataset repository which has features of Phishing URLs.
There is more emphasis on the Accuracy parameter
when determining the overall performance of the
Phishing detection algorithms. But Accuracy parameter
does not show many other cases are therein the dataset
which are detected by the algorithm. Detection of these
cases canhelp us understand theworking of the
algorithm in a betterway. Thus, Precision and Recall
come into picture. This study attempts to calculate
performance metrics like Accuracy, Precision, Recall,
F1 Score and Confusion Matrix for ELM, NB and SVM
algorithms and analyze their performancein URL
phishing detection.
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4. ARCHITECTURE DIAGRAM

The followingarchitecturediagramshows three
algorithms namely Support Vector Machine, Naive
Bayesand Extreme Learning Machine. It hasa 30
features dataset split into two: Trainingset and Testing
set.

30 Features

Dataset

Data Splitting
/

Training
Dataset

PERFORMANCE ANALYSIS

Accuracy Precision Recall

F1 Score Confusion Matrix

Calculations
& Results
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Performance metrics for machine learningalgorithms
are calculated. These metrics include Accuracy,
Precision, Recall, F1 Score and Confusion Matrix.

5. PERFORMANCE ANALYSIS

5.1 The Performance Metrics Calculated in this
paper are asfollow:

5.1.1 Classification Accuracy:

Itis the ratio of number of correct predictions tothe
total number of predictions made.

Number of Correct Preditions
Acuracy = Total

number of predictions made

Figure. 1. Formula to calculate Accuracy.

5.12 Precision:
Itis the number of correct positive results divided by the
number of positiveresults predicted by the classifier.

TruePositives

Precision =
TruePositives + FalsePositives

Figure. 2. Formulato calculate Precision.

5.13 Recall:

Itis the number of correct positive results divided by the
numberofallrelevantsamples (all samples thatshould
havebeenidentifiedas positive).

TruePositives

Recall =
eea TruePositives + FalseNegatives

Figure. 3. Formulatocalculate Recall.

5.14 F1Score:

F1 Score is used to measurea test’s accuracy. Therange
forF1 Scoreis[0, 1]. Ittellsyou how precise your
classifierisaswell ashowrobustit is.

High precision butlower recall, gives youan extremely
accurate, butitthenmisses a large number of instances
that are difficultto classify. Thegreater the F1 Score,
the betteris the performance of our model.

F1 Score tries to find the balance between precision and
recall.
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Figure.4. Formulatocalculate F1 Score.

5.15 Confusion Matrix:

Confusion Matrix as the name suggests gives us a matrix
asoutputanddescribes the complete performance of the
model.

There are 4 importantterms:

True Positives: The cases in which themodel
predicted YES and the actual output was also YES.

True Negatives: The cases in which the moed|
predicted NO andtheactual outputwas NO.

False Positives: Thecasesin which themodel
predicted YES and the actual output was NO.

o False Negatives: Thecases in which themodel
predicted NOandtheactual outputwas YES.

Measuringan algorithm’s efficiency is important
because your choiceof analgorithm fora given
application oftenhas a great impact. This paper shows
comparison of above performance metrics for following
algorithms:

e ExtremeMachineLearning.
e Support Vector Machine.
e Naive Bayes.

The following shows calculation of performance

metrics for Machine Learning Algorithms ELM, NB
and SVM.

Foreach algorithm, Accuracy, Precision, Recall, F1
Score and Confusion Matrix is being calculated.

5.2. Accuracy Analysis:
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Figure.6. Accuracy Bar Graph for SYM,NB and ELM.
The above graph shows the Accuracy achieved by
SVM, NB and ELM. Accuracy isthe number of
accurately predicted outputoutof total number of
output predictions.

Results SVM NB ELM

Accuracy | 85.43% 59.90% 70.14%

In the above table we cansee that SVM performs best
on the Accuracy parameter followed by ELM andthen
NB. The Accuracy of the ELM algorithm changes with
the number of neurons involved in the execution.

5.3 Confusion Matrix Analysis:

4.3.1 Confusion Matrix of Support Vector Machine
Algorithm:

Predicled label
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Figure.7. Confusion Matrix of SVM.
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The above confusion matrix is calculated for 3317
entries.
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True Negative=1191 False Positive =266

True Positive=1643

False Negative =217

With highest accuracy achieved, SVM has the high
value for True Negative and True Positive in the
confusionmatrix. Total correct predictsare 2834 out of
3317 predictions. Butwe cansee thatthe value of False
Negative is217 which meansthatoutof 3317 entries,
SVM algorithm predicted 217 PhishingURLsas Non-
Phishing URLSs.

5.3.2 Confusion Matrix of Naive Bayes Algorithm:

Predicted label
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Figure.8. Confusion Matrix of NB.
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Confusion matrix of ELM
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Figure.9. Confusion Matrix of ELM.

As we know, ELM isan Artificial Neural network
algorithm andit hasan analytical learning process. The
performance of the ELM algorithm also depends onthe
number of neurons involvedin the operation.

Out of total values that are actually phishing, 34.19%
were predicted correctly as Phishingand 65.81% were
predicted wrongly as Non phishing.

Out of total values that are actually Non-Phishing,

0.78% were predictedwrongly as Phishingand 99.22%
were predicted correctly as Non-Phishing.

True Positives=0.3419 False Positive=0.6581

True Negative =1454 False Positive =3

False Negative=0.0078 | True Negative=0.9922

False Negative =1327 True Positive=533

Naive Bayes algorithm achieved highestvaluefor False
Negative thus lowering the overall accuracy of the
algorithm. TheFalse Positive value is lowest amongall
the three algorithms. That means the Naive Bayes
algorithm was predicting fewer wrong positives as
comparedto Naive Bayesand ELM.

5.3.3 Confusion Matrix of Extreme Learning
Machine Algorithm:
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5.4 Classification Report Analysis

The classification report shows us following four
parameters:

1. Precision
2. Recall
3. F1-Score

To examinethe overallworking of a model we need to
look into both precisionand recall values.

5.4.1 Classification Reportof SVM:

{Classifiaction Report of SVC

precision recall fl-score sSupport

Yes 0.85 0.82 0.83 1457

No 0.86 0.88 0.87 1860
accuracy 0.85 3317
macro avg 0.85 0.85 0.85 3317

weighted avg 0.85 0.85 0.85 3317
|
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Figure.10. Classification Report of SVM.

The precision value for Yesis 0.85, thatmeans out of
total predictions which were madeas Phishing (Yes),
85% were precisely predictedas Phishing.

The Precision valuefor No is0.86, that means out of
total predictions which were madeas Non-Phishing
(No), 86% were precisely predicted as Non-Phishing.

Therecallvalue for Yesis 0.82, thatmeans out of total
no of entries thatwere actually Phishing (Yes), 82%
were correctly recalled as phishing.

Therecallvalue forNo is 0.88, thatmeans outof total
no of entries thatwere actually Non-Phishing, 88%
were correctly recalled as Non-Phishing.

F1 score calculates the Harmonic mean between
Precision and Recall values. The high F1 score
indicates thatthe model has high Precision and Recall
values.

The F1score for Yesis 0.83 which isthe Harmonic
meanof YesforPrecision and Yesvalue for Recalli.e.,
0.85and0.82respectively.

The F1sore for No is 0.87 which is the Hamonic Mean
of No for Precision and No for Recalli.e.,0.86 and 0.88
respectively.

5.4.2 Classification Reportof NB:

Classifiaction Report of NB

precision recall fl-score support

Yes 0.52 1.00 0.69 1457

No 0.99 0.29 0.44 1860

accuracy 0.60 3317
macro avg 0.7€ 0.64 0.57 3317
weighted avg 0.79 0.€0 0.55 3317

Figure.11. Classification Report of NB.

Theaccuracyvaluefor NB is lowest amongthree
algorithmsthus it has lower values Precision and
Recall.

Thevalue of YesforPrecision is 0.52, that means only
52% of total predictions made as Phishing (Yes) were
correctly predictedas Phishing (Yes).

The value of No for Precision is rounded up to 0.99,
that means 99% of total predictions made as Non-
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Phishing (No) were precisely predicted as Non-Phishing
(No).

Thevalue of Yesfor Recallis roundedup to 1.0, that
means 99% of predictions which were made as Phishing
(Yes) were precisely predicted outof totalactual
predictionsas Phishing (Yes).

Thevalue of No forRecallis 0.29, that means out of
totalactual Non-Phishing (No) predictions, 29%of
predictions whichwere made as Non-Phishing were
recalled correctly.

The F1 score for Yesis 0.69 which isthe harmonic
meanof YesforPrecision and Yesfor Recalli.e., 0.52
and 1.00respectively.

The F1 score for No is 0.44 which isthe Harmonic
meanof No forPrecisionand No for Recalli.e.,0.99
and 0.29respectively.

5.4.3 Classification Reportof ELM:

Classification Report of ELM

precision recall fl-score support
Yes 0.96 0.34 0.50 1926
No 0.66 0.89 0.79 2456

0.70 4422
.81 0.66 0.64 4422
0.79 0.70 0.66 4422

Figure.12. Classification Report of ELM.

The Precision valueforyesis0.96, thatmeans outof all
the predictions madeas Phishing (Yes), 96% were
correctly predicted.

The Precision valueforNo is 0.66, that means outof all
the predictions madeas Non-Phishing (No) only 66%
were correct predictions as Non-Phishing.

The Recallvalue for Yesis 0.34, that means out of total
no of entries thatwere actually Phishing (Yes) only
34% were correctly recalled as phishing.

The Recallvalue for No is 0.99, thatmeans out of total
no of entries thatwere actually Non-Phishing (No),
99% were correctly recalled as phishing.

The F1sore for Yesis 0.50 which isthe harmonic mean
of YesforPrecision and Yes forRecalli.e.,0.96 and
0.34 respectively.

The F1 score for No is 0.79 which is the harmonic mean
of No for Precision and No for Recalli.e.,0.66 and0.99
respectively.
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6. CONCLUSION

In this paperwe did performance analysis of three
algorithms namely Support Vector Machine, Naive
Bayesand Extreme Learning Machine. The algorithms
are analyzedon four parameters theyare Accuracy,
Precision, RecallandF1 Score.

SVM achieved highest accuracy but ranked 2" in terms
of predicting Phishing URLs after ELM algorithm.
ELM algorithm hasthehighest Precision for predicting
URLsasPhishing URLs but ranks 2" in the race of
achieving Accuracy. Naive Bayesalgorithm ranks third
in the race of achieving Accuracy after SVM and ELM,
but hasthehighest recall value for predicting URLs as
Phishing. Even though ELM ranks 2™ in terms of
Accuracy, itranks 3" in terms for Recalling URLs as
Phishing.

Every algorithm ranks different whenanalyzed on
differentparameters. Not necessary that algorithm with
highest accuracy willalso rank high in terms of other
parameters like Precision and Recall.

The Accuracy parameter is not enoughwhenwe are
analyzing performance of models identifying URL
phishingandthus needto focus on Recalland Precision
parameteraswell. The Recall parameter need to be
focusedmore asit detects False Negativesi.e.,
predicting Phishing URL as Non-Phishing. Thus,
achieving high recall for URL phishing detection model
is very important.

7. FUTURE WORK

In this paper, performance analysis isdone on three
algorithms using 30 features dataset. In future, out of
these 30 features, best minimum features will be
identified using Forward selection technique and then
performanceanalysis will be done on it. Also, a hybrid
approachfor URL phishing detectionwillbe
implemented with 30 features and alsowith best
minimum features identified earlierand its performance
analysis will be done based on parameters like
Accuracy, Precision, Recalland F1 Score.
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