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ABSTRACT 

Clustering methods which have been implemented in many fields of science and technology 

have data points for every cluster that share some or all properties. k-means algorithm is 

used for data clustering. In our problem, the clustering method is heuristic and may stuck 

in local optima; so, we propose a black widow optimization algorithm (BWOA) for data 

clustering. The fitness of the clustering can be calculated by using the sum of Euclidian 

distances of every data point from its cluster center vector. The experimental data sets 

called Iris and Seeds are used to prove our claim. The results show that the proposed 

BWOA generates a higher accuracy equals 96.67% for Iris data set and generates a higher 

accuracy equals 92.86% for Seeds data set with higher clustering accuracies better than 

those formerly reported in the literature. 
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1. Introduction

The lifestyle of the evolution of the black widow spider is imitated by the 

black widow optimization algorithm. In general, female black widow spiders 

make the net during the night releasing some pheromone in a place of the net 

to attract males to mate. The female black widow spider eats the male black 

widow spider after or during mating. Then, the female black widow lays egg 

socks on the net and young spiders come out from the eggs after eleven days 

and participating in sibling cannibalism. The young  spiders stay with mother 

for some time or a short period, and interestingly, the mother even eats some 

young spiders during this brief period sometimes. Other young spiders from 
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the net are considered the fittest young spiders based on this concept. the 

black widow optimization algorithm is developed according to this concept 

[1]. 

Data mining techniques include three components: preference criterion, 

model, and search algorithm. In data mining techniques, the most common 

functions are classification, clustering, association rule mining, regression, 

sequence, dependency modelling and link analysis. Model representation 

determines the model flexibility for representing the underlying data and the 

interpretability in human terms. This comprises includes linear and nonlinear 

models, decision trees and rules, probabilistic graphical dependency models, 

example-based techniques and relational attribute models [2]. Choosing 

which model to use for mining is determined by the preference criterion; and 

this depends on the underlined data set; by associating some measure of 

goodness with the model functions. It tries to generate a model function with 

a large number of degrees of freedom. Specification of the search algorithm is 

defined after the model and the preference criterion are selected [3]. 

2. Cluster Analysis

Clustering is the process that organizes objects into self-similar groups via 

discovering the boundaries between these groups algorithmically using a 

group of different statistical algorithms and methods. Cluster analysis doesn’t 

make any difference between dependent and independent variables. It 

examines the set of interdependent relationships entirely to detect the 

similarity relationships between the objects so as to identify the clusters. We 

can also utilize cluster analysis as a dimension reduction method in which the 

number of objects are grouped into a set of clusters; and then a reduced set of 

variables are used for predictive modeling [4].  

2.1 Unsupervised clustering 

The aim of unsupervised clustering is maximizing the intra-cluster similarity 

and minimizing the similarity of the intra-cluster, given a 

similarity/dissimilarity measure. A specific objective function is used: (e.g., a 

function that minimizes the interclass distances to find tight clusters). It uses a 

data set which doesn’t have a target variable. K-means and hierarchical 

clustering are the most widely used unsupervised clustering techniques in 

segmentation [5]. 

2.1.1 K-means Algorithm 

Because of its simplicity and speed, K-means is one of the most widely used 

clustering techniques. It partitions the data into k clusters through assigning 

each object to its closest cluster centroid (the mean value of the variables for 
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all objects in that particular cluster) based on the distance measure used. It is 

more robust to different types of variables [6]. 

The basic algorithm for k ‐means works as in figure 1 

1. determine the number of clusters, k.

2. Select centroids for k cluster.

3. After select centroids assign each object to the nearest cluster centroid.

4. Recompute the new cluster centroid.

5. Repeat step three and four until the convergence criterion is met or

maximum iteration is reached. 

Figure 1: Flowchart of the k-means algorithm [3] 

2.1.2 Hierarchical Clustering 

Clusters generated by hierarchical clustering are organized into a hierarchical 

structure. We can use visualizing this hierarchical structure to understand the 

structure of clusters in the data set as well as the clusters themselves. A 

measure of similarity between objects is only required for this technique. 

Your specification of the number of clusters is not required. Obtaining any 

number of clusters can be done by cutting the hierarchical structure at a 

proper level [7]. 
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2.2 Supervised clustering 

The aim of supervised clustering is identifying clusters that have high 

probability densities with respect to individual classes (class‐uniform 

clusters). We use it when there is a target variable and a training set including 

the variables to cluster [8]. 

3. Literature Review

A Genetic Algorithm (GA) was proposed by Maulik and Bandyopadhyay to 

select cluster centroids for k-means clustering. A chromosome is considered a 

string of real numbers where a cluster centroid is represented by each real 

number. After creating clusters based on the centroids in the chromosome, the 

clusters determine the new centroids and these newly determined centroids 

replace the centroids of the chromosome. The sum of Euclidian distances 

from the centroid to each data point is used as the fitness function. The sum of 

Euclidian distances is reported as an experimental result [9]. 

Another GA for k-means clustering was proposed by Lin et al. where data 

points from the data set are used as the cluster centroids. The chromosome is 

considered a binary string, which contains k number of 1s and remaining 0s. 

The data points corresponding to the 1s are the cluster centroids [10]. Soni 

and Patel use clustered Iris data set [11] using classical k-means and k-

medoids methods and reported their clustering accuracies [12]. Wei et el. used 

k-means method for clustering along with mutual information-based 

unsupervised feature transformation. Clustering are done for several data sets 

from [11] and their clustering accuracies are reported [12]. 

4. Black Widow Optimization Algorithm (BWOA)

Figure 2 shows the BWOA flowchart. The BWOA starts with an initial 

population of spiders like other evolutionary algorithms, so that every spider 

represents a potential solution. The initial spiders, in pairs, try to reproduce 

the new generation. Female black widow eats the male during or after mating. 

Then, it carries stored sperms in its sperm thecae and releases them into egg 

sacs. They cohabit on the maternal web for several days to a week, during 

which time sibling cannibalism is observed [15]. 

4.1 Initial population 

The black widow optimization begins with a random initial black widow 

spider population which has male and female black widow spiders to generate 

offspring for the next generation. The widow fitness is obtained by evaluation 

of fitness function f at a widow, the initial population of black widow spiders 

can be expressed as: 
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XN,d = [

𝑥1,1 𝑥1,2 𝑥1,3 … . . . . 𝑥1,𝑑

𝑥2,1 𝑥2,2 𝑥2,3 … . … . 𝑥2,𝑑  
𝑥𝑁,1 𝑥𝑁,2 𝑥𝑁,3 … … . 𝑥𝑁,𝑑

]                             

lb ≤ Xi ≤ ub 

Figure 2. Flowchart of the black widow optimization algorithm [1]

XN,d is the black widow spiders population, d is the number of decision 

variables of the problem, N is the number of population, lb is the population 

lower bound, and ub is the population upper bound. The potential solution 

populations (XN,d) are used for minimizing or maximizing the following 

objective function represented in Equation (2): 

Objective function = (XN,d) 

4.2 Procreate 

As the pairs don’t depend on each other, they start to mate to reproduce a 

new generation, in parallel, as well in nature, each pair mate in its web, 

separately from other spiders. In real world, about 1000 eggs are produced in 

each mating, but in the end, some of the strongest spider babies are survived. 

Now, here in this algorithm so as to reproduce, an array called mio should 

also be created as long as widow array with random numbers containing, then 

(2)

(1)
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offspring is produced by using µ with the following equation, in which 𝑥1 and 

𝑥2 are parents, 𝑦1 and 𝑦2 are offspring [17]. 
2𝑥 ×) µ −+ (1  1𝑥 × µ=  1𝑦

1𝑥) × µ+ (1 −  2𝑥×  µ=  2𝑦

y1, and y2 are the young spiders from reproduction, i and j are a random 

number between 1 to N and µ is the random number between 0 and 1.  

4.3 Cannibalism 

Here we have three kinds of cannibalism: The first one is sexual cannibalism; 

where the female black widow eats her husband during or after mating. In this 

algorithm, we can recognize any female and male by their fitness values. 

Another kind is sibling cannibalism where the strong spider lings eat their 

weaker siblings. In this algorithm, a cannibalism rating is set (CR) where we 

can determine the number of survivors according to. In some cases, the third 

kind of cannibalism is often observed in which the baby spiders eat their 

mother. The fitness value is used to determine strong or weak spider lings 

[15].

4.4 Mutation 

In this stage, we randomly select Mute pop number of individual form 

population. As Figure 3 illustrates, each of the chosen solutions randomly 

exchanges two elements in the array. Mute pop is calculated by the mutation 

rate [1]. 

Figure 3. Mutation [1]

4.5 Convergence 

Like other evolutionary algorithms, three stop conditions can be considered: 

(A) a predefined number of iterations.  

(B) Observance of no change in the fitness value of the best widow for several 

iterations.  

(C) Reaching to the specified level of accuracy. 

(3)

(4)
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5. BWOA for Clustering Problems

The K-means cluster algorithm is one of the most widely used clustering 

algorithms and has been applied in many fields of science and technology. A 

black widow optimization with K-means cluster algorithm that efficiently 

eliminates the drawback of empty cluster is presented in this paper. 

5.1. Phase I: K-Means Algorithm

Step 1: K initial cluster centers z1, z2,….., zK are chosen randomly from the n 

observations {x1, x2, ……. , xn}. 

Step 2: A point x1, i = 1, 2,……,n is assigned to cluster C j,  j ∈ {1, 2, , k} iff 

‖𝑥𝑖 −  𝑧𝑗‖ ≤  ‖𝑥𝑖 −  𝑧𝑝‖, P =1,2,……,K & j ≠ P  (5) 

Step 3: New cluster centers z1, z2, zK  are computed as follows: 

𝑧𝑗 =
1

𝑛𝑖
∑ 𝑥𝑖

n

xi∈𝑐𝑗

 𝑖 = 1,2, … … , 𝐾  (6) 

where ni is the number of elements belonging to cluster Cj. 

Step 4: If zi* = zi i=1,2,….,K then terminate, otherwise continue from step 2. 

After this phase we get an initial centre for all predetermined clusters.

5.2. Phase II: Black Widow Optimization Algorithm

Step 1: Initial population 

Each individual represents a row-matrix 1×n where n is the number of 

observation, each widow contain integer [1, K] which represent the cluster 

which this observation belongs to it. e.g., let there is ten observations {x1, x2, 

...., x10} which must be assigned to four cluster k = 4. Table 1 shows the 

structure of the individual. Also Figure 4 represents the four clusters 

classification. 

Table 1. The structure of the individual

Individual 1 3 1 2 3 2 1 3 

Observations x1 x2 x3 x4 x5 x6 x7 

Evaluate the desired objective function; where the task is to searching for 

appropriate cluster classifications such that the fitness function is minimized. 

The clustering fitness function for the K clusters C1, C2,……., CK is given by 
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(7)𝑓 (𝐶1, 𝐶2, … … . , 𝐶𝑘)  = ∑  𝑘
𝑖=1 ∑  n

j∈𝑐𝑖
‖𝑥𝑗  + 𝑧𝑖‖

Figure 4. Classification of the four clusters.

Step 2: Procreate 

According to equations 3 and 4 we get offspring using parents to procreate the 

young spiders from reproduction process. To avoid random duplication 

selection of pairs, the reproduction process is carried out for d/2 times.  

Step 3: Cannibalism 

sibling cannibalism in which the strong spider lings eat their weaker siblings. 

In this algorithm, we set a cannibalism rating  (CR) according to which the 

number of survivors is determined. 

Step 4: Mutation 

For each individual, mutation operator is implemented as follows, first 

select two columns randomly from ith individual and then generate two new 

columns as shown in Table 2. 
Table 2. The structure of the individual

* * 

Individual 1 3 1 2 3 2 1 3 

Observations x1 x2 x3 x4 x5 x6 x7 

Step 5: Convergence 

In this step keep the best solutions of the existing population; where BWOA 

keeps the best solutions found so far during the process. 
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6. Experimental Results

Our BWOA with K-Means Algorithm are implemented with parameters in 

table 3 using Python and run on a personal computer with Intel Core i7-

10510U 1.80GHz processor, 8GB RAM, and Windows 10 Pro (64-bit) 

operating system. We have experimented with data sets namely Iris, and 

Seeds. The Iris data set has 4 real attributes (Sepal length, Sepal width, Petal 

length, Petal width) cm. It has 150 data points with three data categories, 

namely Setosa, Versicolor and Virginica. Each category has 50 data points. 

For our experiment, we take the number of clusters k equal to the number of 

data categories mentioned in the data set. Hence, for Iris data set, k = 3 is 

used. The confusion matrix generated. We have calculated the clustering 

accuracy (ACC) using the formula in (8). 

ACC = 
No.of data points clustered correctly

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡
∗ 100% 

Table 3: Parameters values of BWOA. 

procreate rate cannibalism rate mutation rate 

O.64 0.47 0.42 

Table 4: confusion matrix generated by our BWOA with k-means based method for Iris 

data set 

Data Category 
Cluster ID 

Setosa Versicolor Virginica 

Setosa 50 0 0 

Versicolor 0 47 3 

Virginica 0 2 48 

Table 5: Clustering accuracy comparison of our BWOA for Iris data set with previous 

work 

ACC % 

k-means [12] Genetic Algorithm [14] Results of our BWOA 

88.70 % 93.33% 96.67% 

The Seeds data set has 7 real attributes (area A, perimeter P, compactness, 

length of kernel, width of kernel, asymmetry coefficient and length of kernel 

groove) and 210 data points. It has three data categories, namely Kama, Rosa, 

and Canadian. Each category has 70 data points. For our experiment, we take 

(8)
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the number of clusters k equal to the number of data categories mentioned in 

the data set. Hence, for Seeds data set, k = 3 is used. 

Table 6: confusion matrix generated by our BWOA with k-means based method for Seeds 

data set 

Data Category 
Cluster ID 

Kama Rosa Canadian 

Kama 62 8 0 

Rosa 7 63 0 

Canadian 0 0 70 

Table 7: Clustering accuracy comparison of our BWOA for Seeds data set with previous 

work 

ACC % 

k-means [12] Genetic Algorithm [14] Results of our BWOA 

89.05% 92.86% 92.86% 

7. Conclusion

Data clustering is regarded as one of the most useful and important data 

mining techniques. K-means algorithm is usually used for data clustering. 

Data clustering can be considered a combinatorial optimization problem and 

metaheuristic algorithm like BWOA which may be a good choice for data 

clustering. This paper proposes K-means clustering algorithm with BWOA. 

The algorithm maintains all important characteristic features of the K-means 

algorithm and at the same time removes the possibility of generation of empty 

clusters. Experimental results show that the proposed clustering algorithm 

together with BWOA are able to solve the clustering problem. Results of 

simulation experiments using data sets called Iris and Seeds are used to prove 

our claim. 
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