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Abstract 
In recent years, there are various methods for source code classification using deep learning 

approaches have been proposed. The classification accuracy of the method using deep learning is 

greatly influenced by the training data set. Therefore, it is possible to create a model with higher 

accuracy by improving the construction method of the training data set.In this study, we propose a 
dynamic learning data set improvement method for source code classification using deep learning. In 

the proposed method, we first train and verify the source code classification model using the training 

data set. Next, we reconstruct the training data set based on the verification result. We create a high-
precision model by repeating this learning and reconstruction and improving the learning data set.In 

the evaluation experiment, the source code classification model was learned using the proposed 

method, and the classification accuracy was compared with the three baseline methods. As a result, it 
was found that the model learned using the proposed method has the highest classification accuracy. 

We also confirmed that the proposed method improves the classification accuracy of the model from 

0.64 to 0.96 

Index Terms - source code classification, Abstract Syntax tree, Graph Convolution network, 

learning dataset 

I. INTRODUCTION 

For efficient software development, developers frequently reuse existing source code[1], [2].The 
source code classification method is a method that automatically identifies which source code is 

similar to the existing source code belonging to which class, based on the pre-prepared class. By 

using this source code classification method, developers can quickly identify the source code to be 
reused. Various source code classification methods have been proposed until now. [3] ~ [7].In 

recent years, methods for source code classification using deep learning, such as TBCNN [6], have 

been proposed. It showed the degree. 
In general, the classification accuracy of a deep learning model is greatly influenced by the training 

data set. In the existing research on source code classification using deep learning [6] and [7], 

random sampling is used, which is a method to arrange the number of data between classes by 

randomly extracting data considering learning time and request memory 
 However, random sampling is a static method, which modifies the training data set by 1 degree 

before the model is trained. Static methods may be inefficient in terms of classification accuracy 

because it is generally difficult to predict the learning results of the model. Therefore, it is possible 
to create a model with higher accuracy by dynamically improving the training data set many times 

using the training result of the model. In this study, we propose a dynamic learning data set 

improvement method for source code classification using deep learning. In the proposed method, 
after actually learning a deep learning model, the similar source code is added to a class whose 

learning is not progressing accurately based on the verification result of the model. As a result, the 
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learning of the class proceeds accurately, and the classification accuracy of the model which was 

declining is improved. 
In the evaluation experiment, we constructed a learning data set using three baseline methods and a 

proposed method from 20 kinds of similar methods included in open source software, respectively, 

and learned the source code classification model, and compared the classification accuracy. As a 

result, it was confirmed that the proposed method can classify methods with high accuracy 
compared with the baseline method, which was trained by aligning the number of methods between 

each class or the number of nodes in the Abstract Syntax Tree (AST).In addition, it was confirmed 

that the classification accuracy was improved by repeated model training and addition of similar 
source code using the proposed method. 

Since, 2.The background of this research is described.3.The method proposed in this study is 

described.4.The evaluation experiment of this study is described.5.In this article, we will talk about 
the threat of validity in the future.6.In this article, we will talk about related research. Finally, 7.In 

this paper, we will summarize and discuss future issues. 

2. Background

 The source code classification method in this study is a method that automatically classifies the 

source code given as an input into class in which the existing source code is classified. Using this 

method, software can be developed efficiently. For example, if the source code can be automatically 

classified by function, the tag related to the function can be automatically assigned to the newly 

registered source code in a large software repository. In this way, by using the source code 

classification method, it becomes easier for developers to search for source code with necessary 

functions and reuse existing source code, and it is expected to improve the productivity of software 

development. 

In the research on source code classification, various methods have been proposed to date, such as 

classification by descriptive language [3], classification by dependencies between components [4], 

and classification by program meaning (functionality).In addition, source code classification 

according to the meaning of programs is tackled at various granularity, and there are software-based 

classification methods [5] and method-based classification methods [7]. 

In recent years, a method for classifying source code with high accuracy by using deep learning has 

been proposed. [6], [7]. 

2. 1 Graph Convolution network

Graph Convolution network (GCN) [8] is a neural network that extracts nodes, edges, and features of 

the entire graph by convolving adjacent nodes of the graph. When training a graph, the original graph 

may be deformed according to the input format of the deep learning model. [6]However, the graph is 

not deformed in GCN.Therefore; there is an advantage that the structural information of the graph is 

not missing. This makes it possible to use the information contained in the graph more accurately than 

the model in which the graph needs to be deformed. An example of the convolution layer of GCN is 

shown in Figure. 

Z=f(X,A) = softmax( Â ReLU(ÂXW^(0) ) W^(1) ) 

Fig: Graph convolution network 
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It describes the procedure for calculating the vector representation of node 0 in the middle of the 

graph in the upper right corner. For the vector in the convolution n+1 layer of node 0, an intermediate 

vector is calculated from the vector in the n-th layer of adjacent nodes and the weights of each edge 

(ingoing, outgoing, self-loop), and the vector obtained by adding all the intermediate vectors for each 

edge is input to an activation function such as ReLU (a function that corrects the output of the 

network). It is obtained in this way, the vector representation of node 0 is calculated by taking into 

account the vector representation of nodes 1, 2, and 3 adjacent to node 0. 

2. 2 Mutation for the purpose of creating similar source code

Mutation for source code is to change the source code based on the rules set in advance [9], [10].In 

general, mutation is used to evaluate test cases. [9]Roy et al. propose a method to evaluate the accuracy 

of similar source code detection tools by creating similar source code using mutation [10]. 

Fig: Cycle of GCN input with mutation 

In this method, the source code change rules when creating similar source code are called mutation 

operators. The following 14 types of mutation operators are defined 

mCW: Change the number of whitespace 

mCC : Change a comment 

mCF: Change the coding style such as line breaks. 

mRI: Change user-defined names such as variable names, variable types, etc. regularly. 

mARI: Change user-defined names such as variable names, variable types, etc. irregularly. 

mRPE: Replace a single expression of a variable with another expression. 

mSIL: Make a slight insert into a statement 

mSDL: Delete part of a sentence 

mILs: Insert one or more statements. 

mDLs: Delete one or more statements. 

MMLs: to fix one or more statements.Sort  

MRDS :declaration statements.Sort statements other than  

mROS:  declarations.replace a control structure, such as an  

mCR :if statement, with another. 

Figure shows an example of applying the mutation operator MSDL to the source code. By deleting the 

statement in Line 2  a source code that is syntactically similar to the original source code which was 

created. In this study, we create similar source code using the mutation operator defined by Roy et al. 
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2. 3 Learning Dataset:

In general, in deep learning, the construction method of the training data set has a great influence on 

the classification accuracy of the model. Therefore, a method for improving the training data set has 

been proposed. [11]Unbalanced data problem is one of the causes that degrades the accuracy of 

classification models using deep learning. The unbalanced data problem is a problem in which the 

classification accuracy of the model is lowered because the number of data is unbalanced between 

classes, and the training does not proceed accurately for a certain class.Yan et al. [11] are working to 

improve the learning data set by solving this unbalanced data problem. 

Specifically, we delete the data of the class with a large number of data, and add new data to the class 

with a small number of data.In particular, the method of randomly deleting data from a class with a 

large number of data and aligning the number of data between classes is called random sampling. This 

random sampling is used in many existing studies [6] and [7] that have worked on source code 

classification using deep learning. 

However, the existing data set improvement method for learning is a static method. In this study, the 

static method aims to equalize the weights of the data in each class, and it is a method to modify the 

training data set by 1 degree without using the training result of the model. Since it is generally 

difficult to predict the training results of the model, static methods that modify the training data set by 

only 1 degree may be inefficient in terms of classification accuracy. Therefore, it is possible to create 

a model with higher accuracy by dynamically improving the training data set many times using the 

training result of the model. 

3. Proposed Approach:

In this study, we propose a dynamic learning data set improvement method for source code 

classification using deep learning. Since the method of constructing the data set has a large influence 

on the learning result of the deep learning model, it is expected that the classification accuracy of the 

model can be improved by constructing a more appropriate data set. 

The proposed method unlike the existing training data set improvement method described in further 

Section , a major feature is the reconstruction of the dynamic training data set based on the learning 

results of the source code classification model. Since it is generally difficult to predict the learning 

results of deep learning, the proposed method actually learns the deep learning model, and then 

reconstructs the data set based on the learning results. 

3. 1 Definition of Terms:

Similar Source code set A set of source code that is syntactically similar to each other is defined as a 

similar source code set S.If the number of classes is n, the source code covered in this study is similar 

to the source code set S0:::Sn. Similar source code set ID In this study, the unique index 0:::n for each 

n similar source code set. Learning Dataset The source code group used to train the model is defined 

as a learning dataset. Evaluation Data Set The source code group used to evaluate the classification 

accuracy of the model is defined as the evaluation data set. 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 23, Issue 7, July - 2021 Page -13



3. 2 Dynamic Learning Data Set Improvement Methods:

First, we define STEP A (Adjustment) as a method for improving dynamic learning data sets 

proposed in this study. In STEPA, learning the source code classification model and adding the source 

code to the training data set are repeated until the classification accuracy of the model is no longer 

improved. In this case, the initial training data set is constructed by random sampling. In this study, 2. 

The source code classification method using GCN introduced in 2 is used. This source code 

classification method is. The AST can be used as training data as it is. Therefore, unlike the existing 

method using deep learning, AST is not changed due to the convenience of the input format, so there 

is an advantage that the program structure information is not missing. This classification method 

consists of two steps: STEP T (Training) to train the model and STEP C (Classification) to classify 

the source code using the trained model. 

STEP A1: To handle the very first adjustment for data. 

STEP T :  train the learning data set to the source code classification model. 

STEP A2: To verify that the source code classification model accurately trains the training data set, 

STEP C : Classify the source code in the training data set using the trained model. 

As a result, the model outputs inferred results of similar source code set IDs for each source code, so 

it is divided into source code with the correct ID output(true classification)and source code with the 

wrong ID output(false classification). 

STEP A3 For the source code that outputs the wrong ID 2. Apply 3 mutations and create a certain 

number of similar source code.In this study, when creating a similar source code, one of 11 operators 

except MCW, MCC, and MCF, which are operators that do not change AST, are randomly selected 

and applied. 

STEP A4: For similar source code created by mutation, assign the same ID as the similar source code 

set ID assigned to the original source code, and then add a certain number to the training data set. 

Repeat above STEPS A1 to A4 until the number of false classifications no longer decreases. 

3. 2. 1 GCN Learning Procedure for Source Code Classification Model (STEP T) 

In STEP T, we create a source code classification model by supervised learning.An overview of STEP 

T is as below: 

STEP T1 Construct a similar source code set from the source code to be studied, and assign a unique 

similar source code set ID to each similar source code set. 

STEP T2 Parse each source code and convert it to AST.S 

TEP T3 Convert each AST to the form of adjacency matrix and feature matrix. 

STEP T4 We train GCN by supervised learning using adjacency and feature matrices as explanatory 

variables and target variables with similar source code set IDs, and create a source code classification 

model. 
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3. 2. 2 SOURCE CODE Classification PROCEDURE USING A Trained Model (STEP C ) 

In STEP C, source code classification is performed using the trained model created by STEP 

T.Overview of STEP C is as below: 

STEP C1: Parse the source code to be classified, convert it to AST, and then convert it to the form of 

adjacency matrix and feature matrix. 

STEP C2: Enter the adjacency and feature matrices into the source code classification model. 

STEP C3: Inferred result of similar source code set ID for source code to be classified is output. 

STEP C4: Classify the source code to be classified as a similar source code set indicated by the output 

similar source code set ID. 

4. Evaluation experiment

 Evaluation experiments were carried out to confirm that the proposed method is effective for 

improving the learning data set. In the evaluation experiment, we constructed a learning data set using 

3 kinds of baseline methods, a proposed method, and a total of four methods, respectively, and 

compared the classification accuracy of each model in which each constructed learning data set was 

trained. The accuracy of classification in this evaluation experiment is 4. Included in the evaluation 

dataset created according to 1. 

Table: Experimental Environment Tuning 

The method is classified correctly by the model.In this evaluation experiment, the source code unit to 

be classified was a method, and the method name and arguments were not used, and the classification 

was carried out based on the description of the method body.The reason for classifying methods in 

evaluation experiments is that methods are a collection of one function, so they are easy to be reused. 

In this evaluation experiment, antlr  is used for the ast transformation of the method in step t2, and 

cpp14 is used for the grammar file.In addition, the implementation of GCN used the implementation 

of Kipf et al. [12].The environment in which this evaluation experiment was carried out is shown in 

Table above. 

4. 1 Data Set

In the evaluation experiment, open source software Versions of OpenSSL 
(Note 4)

 0.9.1 to 1.1.1, in 13 

versions, used more than 20 methods that were edited between versions.In this experiment, we created 

a similar source code set under the assumption that methods with the same name, including the file 

path, have the same function in each version of the same project, and methods with different names 

have different functions.First, we selected a set of similar source code to be used for learning and 

evaluation.Specifically, we have created a similar source code set that collects methods with the same 

name that are being edited between versions.In this case, 20 similar source code sets were randomly 
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selected and used due to the memory capacity.Next, Figure shows how to create a learning and 

evaluation dataset from each similar source code set.First, we added methods other than the oldest 

version in the similar source code set to the evaluation dataset. At this time, we added only methods 

with differences in descriptions between versions. As a result, the number of methods in the 

evaluation data set in this evaluation experiment was 166.Next, you can create a certain number of 

similar methods by applying mutation to the oldest version of the method in the similar source code 

set 

Figure: Overview of how to create Learning and Evaluation Datasets 

It was created and added to the training data set. Here, when creating a similar method, one of 11 

different operators except MCW, MCC, and MCF, which are mutation operators that do not change 

AST, is randomly selected and applied to 1.Also, the number of similar methods to create and add is 

4. It depends on the data set construction method of 2.We applied this to the selected 20 similar

source code sets, and created a learning and evaluation data set. By creating the data set as described 

above, we avoided that syntactically matching methods are included in both the training and 

evaluation data sets. In this way, we can evaluate the classification accuracy of deep learning models 

for uneducated methods. 

However, a method created with mutation applied may belong to a similar source code set that is 

different from the original method. In order to solve this problem, the first author of this paper 

visually verified all 20 similar source code sets, and confirmed that there are large differences in 

implementation functions between methods belonging to different similar source code sets. In 

addition, when the mutation operator is applied, the percentage of lines to be changed is limited to 5% 

or less of the total number of lines of the method. Due to the above visual confirmation and the 

limitation of the number of lines of change, even if you create a method that has slightly changed its 

functionality due to mutation, it is similar to the original method, so it is included in the same similar 

source code set as the original method. 

4. 2 Data Set Construction Method:

The details of the 3 types of baseline methods and proposed methods are as follows. Method-oriented-

n Use the method created by applying mutation to the training dataset for each similar source code set 

ID n times. In this evaluation experiment, n=50; the experiment is carried out for 500 2 streets. The 

training data set in Method-oriented-n has n 20 methods because it uses 20 similar source code sets. 
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Table: Details of the datasets constructed by each method 

Node-Oriented AST The method created by applying mutation is used for the training dataset so that 

the total number of nodes is approximately 15,000 per similar source code set.As a result, the number 

of methods in the training dataset in Node-oriented was 6461.The proposed method starts learning 

from the state of Method-oriented-50, 3. 2STEP A4 adds 10 new methods.Therefore, Method-

oriented-50 is the initial state of the proposed method. As a result of the improvement of the training 

data set using the proposed method, the final training data set has 1360 methods.In addition, Table 

below shows details of the data sets for each method.Here,”For learning“is the number of methods 

included in the training data set,”for evaluation“is the number of methods included in the evaluation 

data set, and”percentage“is the ratio of”for learning“and”for evaluation". 

4. 3 Experiment Procedure:

This evaluation experiment is carried out by the following procedure. 

(1)Based on the four techniques described in sections above Construct a learning dataset from 20 

similar source code sets selected as shown. 

(2) Each of the 4 types of learning data sets constructed in step above is trained, and four source code 

classification models are created. 

(3) Evaluate the classification accuracy of each source code classification model using the evaluation 

data set. 

4. 4 Experimental results:

The classification accuracy of each data set construction method is shown in Table 3.As can be seen 

from this table, the data constructed by the proposed method The model that trained the set has the 

highest classification accuracy. Next, the classification accuracy of the model that trained the data set 

constructed with Node-oriented is high. It was found that the classification accuracy of the model 

trained with the data set constructed with Method-oriented-500 was the 3rd highest, and the 

classification accuracy of the model trained with the data set constructed with Method-oriented-50 

was the lowest. 

Table: Accuracy of similar method classification 
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Also, STEP A5 shows the change in classification accuracy when model training and the addition of 

similar source code are repeated. It shows the change in classification accuracy when model training 

and the addition of similar source code are repeated.From this figure, as a result of dynamically 

adding similar source code by STEP A5, it was confirmed that the classification accuracy of the 

source code classification model was improved from 0.64 to 0.96. 

4.5 Research: 

In the evaluation experiment, the classification accuracy of each source code classification model 

which trained the learning dataset constructed by three baseline methods to improve the learning 

dataset and a total of four methods of the proposed method was compared. As can be seen from Table, 

the classification accuracy of the model trained by the training data set of the proposed method is the 

highest. When we confirmed the classification result, there was a similar source code set in which the 

methods contained in the evaluation data set were not classified at all in the baseline method. On the 

other hand, in the proposed method, there was no similar source code set in which the methods 

contained in the evaluation data set were not classified at all. In this way, it is clarified that the 

classification accuracy can be improved by using the proposed method. 

In addition, as can be seen from experiment result, we were able to improve the classification 

accuracy by repeating the addition of similar source code (STEP A5) based on the learning results of 

the model. From this result, it is also possible to improve the training data set. 

It is shown that the proposed method is effective. In given figure, the classification accuracy may 

decrease. This may be due to the fact that when adding similar source code to the training data set in 

STEP A4, the ratio of the number of training data after the addition has moved away from the ideal 

ratio of the number of training data after the addition than before the addition. 

Next, in this evaluation experiment, the number of similar source code of the learning data set is 

monotonically increased, but conversely, the method to reduce the number of similar source code is 

also considered. However, it is not efficient in this evaluation experiment. As shown in given figure, 

in this evaluation experiment, the classification accuracy of the initial state exceeds 0.5, and the 

accuracy is high to some extent as a 20-class classification model. Therefore, it is not necessary to 

make bold changes to the learning data set, and it is considered to be a stage to be fine-tuned. In 

addition, we examined the classification results and confirmed that there were more similar source 

code sets that could be classified correctly. Therefore, the method of increasing the similarity source 

code requires less modification of the training. data set, and is more suitable for fine-tuning the 

training data set.Therefore, when the classification accuracy is 0.5 or higher, the method of increasing 

the number of similar source code is considered to be efficient. On the other hand, a method to reduce 

the number of similar source code should also be considered when the classification accuracy is lower 

than 0.5. 

Below table shows the details of the number of methods and AST nodes in the training data set after 

the improvement by the proposed method. As can be seen from this table, in the training data set 

constructed using the proposed method, there is an imbalance between the number of methods and the 

number of nodes in the AST each similar source code set. However, in the evaluation experiment in 

this study, the classification accuracy of the model which trained the data set constructed using the 

proposed method was the highest. In this way, even if the number of methods and the number of 

nodes are ultimately unbalanced than the data set constructed by aligning the number of data between 

classes like the baseline method, the training data set dynamically reconstructed based on the learning 
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result of the source code classification model is more accurate training of the deep learning model I 

found that I can run.  

Table: Details of the dataset after improvement by the proposed method 

5. Related research

5. 1 Efficient learning of unbalanced data:

As explained in sections above, an imbalance in the number of data between classes in the training 

data set can adversely affect the learning results and efficiency of the model. Therefore, many 

researchers are working on efficient learning of unbalanced data.  

Yan et al. [11] propose a learning method for classification models corresponding to unbalanced data 

by constructing a training data set using oversampling and downsampling.This method addresses the 

unbalanced data problem by statically improving the training data set.Yan et al., [14] propose a 

learning method for classification models that addresses unbalanced data problems in multimedia data 

sets by incorporating the bootstrap method into convolution neural networks (CNNs).Chen and Shyu 

[15] propose a classification method corresponding to unbalanced data using the k-mean method. 

These two methods address the unbalanced data problem by statically modifying the learning 

algorithm. The proposed method differs from the existing method in that it dynamically improves the 

learning data set. 

Recently, a study on source code classification using deep learning has been published. 

Mou et al. [6] proposed a model called TBCNN, which transforms AST into a tree, creates a vector 

representation of AST nodes by unsupervised learning, and captures the features of the whole AST by 

sliding a tree-based convolution kernel to the whole AST, and applies this model to the source code 

classification. hang et al. [7] vectorize the source code by dividing the AST of the source code into 

statement levels, vectorizing each, and then entering a stream of statement vectors into the Bi-

directional Gated Recurrent Unit (Bi-GRU) [16]. We propose a deep learning model called ASTNN 

and apply this model to source code classification. The source code classification method used in this 

study is characterized by the ability to learn the structure of the AST by using GCN. 

6. Conclusion and Future Work

In this study, we propose a dynamic learning data set improvement method for source code 

classification using deep learning.In the proposed method, after learning the source code classification 

model, we verify the classification accuracy of the model using the training data set.Then, we mutate 

the source code of the learning dataset that could not be classified correctly, and add the created 
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similar source code to the learning dataset.In the evaluation experiment, the source code classification 

model was trained using each learning data set constructed by a total of four data set construction 

methods of the baseline method and the proposed method for open source software, and the 

classification accuracy was compared. As a result, it was confirmed that the model learned from the 

data set constructed using the proposed method classifies the source code with the highest accuracy. 

In addition, it was confirmed that the classification accuracy was improved by repeated model training 

and addition of similar source code using the proposed method. 

The future aspects that could be worked on in future are: 

 Compare the classification accuracy of existing and proposed methods for solving unbalanced

data problems. We apply the proposed method to the existing source code classification

method, which is different from the source code classification method using GCN in this

study, and evaluate the effectiveness of the proposed method.

 Evaluate the usefulness of the proposed method for larger data sets by increasing the number

of similar source code sets to be trained.

 The results of the evaluation experiment may be specialized in OpenSSL.Therefore; we

conduct evaluation experiments on other software to evaluate the versatility of the proposed

method.

 The effect of the initial state of the proposed method on classification accuracy is

investigated.

 Investigate how the additional number of source code in Step A4 affects the process of

improving the learning dataset and the final classification accuracy.
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