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Abstract 

The scheduling algorithms have been examined by the process of task execution in a system 

to achieve maximum utilization of multiprocessors. Consequently, the research attempted to 

propose a new real time scheduling algorithm to support multiprocessor platform. The 

proposed scheduling algorithm, List Mcnaughton’s amalgamation (LiMca) scheduling 

algorithm has been developed for an optimum solution with the features of List and 

Mcnaughton’s scheduling algorithms to overcome the individual drawbacks (pre-emption and 

Precedence constraints). In LiMca, Workload has been distributed to the processors in a system 

by sorting the tasks in decreasing order with their precedence constraints including due dates, 

pre-emption, and context switching. In this arena, the LiMca scheduling algorithm has been 

developed on traditional avionic mission system and also simulated on real-time application. 

The extensive simulations were carried out on the time optimization of resources scheduling 

(TORSCHE) simulation toolbox. LiMca scheduling algorithm performed superior as 

compared to recently reported scheduling algorithms like list, hu’s, mcnaughton’s, brucker’s, 

and Hodgson’s in terms of computational performance.  
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I Introduction 

The Present technology has been changing day to day by providing more options to satisfy 

the user requirements with better performance in terms of executing number of tasks within a 

stipulated time [1]. A real-time environment incorporated with the closed-loop system 

followed quick response with high accuracy [2]. An amalgamation of firmware and hardware 

is defined as an embedded system to perform a pre-defined task [3]. Allocation of the tasks in 

a system is a crucial step at the execution of initial stage for an application. The system may 

leads to get a catastrophe atmosphere, if tasks are not properly allocated and executed [4]. Time 

constraint is one of the major observation in different types of scheduling tasks. Minimal 

computation task time is preferable for better performance in a system to speed up the operation 

[5]. Multiprocessor based system is authoritative to handle the intricate applications like 

avionics while considering the less execution time and low power consumption.  

In multiprocessor based system, most scheduling algorithms are not satisfying the 

requirements to provide full optimal solution [6,7]. In this manuscript, information about 

implementation and development of LiMca scheduling algorithm on multi processors based 

system is present. On other side, this paper guarantees that an optimal solution rests realistic 

and proximate optimal solution when uncertain handling time changes. The rest of the 

manuscript is structured as follows: section 2, presents the Existing Scheduling Algorithms 

and Outcomes; section 3, describes the proposed methodology and implementation of LiMca; 
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section 4, explains the comparative simulation results on multi-processor based avionics 

system. Section 5, describes the conclusion and future scope.  

Fig 1.1: Task parameters representation 

The Performance of a system has been determined by using the scheduling algorithm 

with task parameters like start time (sj), processing time (pj), release time (rj), deadline (dj), 

due date (d~
j), completion time (Cj=sj+pj), waiting time (wj=sj-rj), flow time (Fj=Cj-rj), lateness 

(Lj=Cj+dj) and tardiness (Dj=max{Cj-dj,0}) as shown in Fig 1.1 [8]. Where ‘j’ represents the 

corresponding task-related information. The number of tasks that have been executed by the 

system per unit time defined as throughput for finding the efficiency of the system. Time taken 

by the processor, when it is in a ready state for execution of corresponding to the task called 

response time. For a given Taskset T1 = [task1 task2 task3], Precedence constraints are defined 

by the syntax: Taskset (T1,[0 1 1; 0 0 1; 0 0 0]). Adjacency matrix has been used to define a 

graph in which nodes correspond to the duties and edges represent precedence constraints 

between duties. If there's an aspect of Ti to Tj in the graph [i,j=1,2,3], it is mentioned that 

assignment Ti has been finished earlier than Tj as proven in Fig 1.2. The objectives of the 

Scheduling algorithm have been considered for improvement of results in terms of efficiency 

in a system like maximum utilization of processor, throughput, and minimum turnaround time 

(flow time), waiting time, response time, and flow time. The properties of task set are likely 

task, name of the task, process time, release time, a deadline, and due date. Processing time 

(pj) relates execution time of a task, release time (rj) is the time at which task is ready for 

execution, deadline (dj) is a timeline for completion, otherwise the process will fail, due date 

(d~
j) specifies a timeline for completion, otherwise, have been charged a penalty [9].  

Fig 1.2: Gantt chart for a set of scheduled tasks 
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II Existing Scheduling Algorithms and Outcomes 

Avionic Mission System (AMS) 

Real-time control is essential to meet the requirements for different applications like aircraft, 

manufacturing, information processing systems, etc. The aeronautics mission system is one of 

the most real-time embedded systems to sense the various parameters with multiple sensors 

[10]. The system's functionality will depend on the type and length of the tasks along with their 

dependencies. The selection of proper scheduling algorithms enhanced the performance by 

taking fewer clock cycles for the execution of tasks in terms of getting an optimum solution 

[11].  

Table 2.1: Avionic Mission System (Taken from DOI: 10.1016/j.procs.2015.01.001) 

Basic tasks, control tasks, monitoring tasks and actuating tasks are involved in this application. 

The avionic mission system is taken as a reference application for verifying the behavior of 

the proposed scheduling algorithm with comparative analysis. Avionics mission system 

contains a 15 number of critical and non-critical tasks. A task set with attributes of an avionic 

mission system as shown in Table 2.1. Criticalities of tasks have supported the consequences 

in a system based on the needs. Thirty three seconds taken by using Enhanced Fault Tolerant 

Scheme (EDFS) on two processors as compared to the dual redundant system (DRS) [10]. In 

a List scheduling algorithm, tasks arranged based on different strategies like List, earliest 

completion time (ECT), earliest starting time (EST), shortest processing time (SPT), and 

longest processing time (LPT) patterns. Fifty six seconds taken by ECT & EST scheduling 

S.No  Name of the tasks Nature of 

Tasks 

Process 

time (sec) 

Release 

time (sec) 

Deadline 

time (sec) 

Due date 

(sec) 

1 Aircraft Flight Data C 8 0 12 10 

2 Steering C 6 8 18 16 

3 Radar Tracking C 2 14 20 18 

4 Poll RWR C 2 16 22 20 

5 Threat Response Display C 3 18 25 23 

6 HUD Display C 4 21 29 27 

7 MPD Display NC 2 25 31 29 

8 Target Tracking NC 6 27 37 35 

9 Target Sweetening C 8 33 45 43 

10 Auto/CCIP Toggle NC 1 41 46 44 

11 Weapon Selection NC 2 42 48 46 

12 Weapon Trajectory C 7 44 55 53 

13 Control Task NC 2 51 57 55 

14 HOTAS Bomb Button C 2 53 59 57 

15 Weapon Release C 1 55 59 58 

C: Critical Task, NC: Non Critical Task 
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strategy. The total tasks are arranged on two processors based on the list and LPT scheduling. 

Precedence constraints have been considered in precedence order after arranging the tasks on 

processors based on processing time [11]. Thirty three seconds have been taken by list, LPT, 

and SPT scheduling strategy [12]. Mcnaughton's schedule have been solved the disadvantages 

over a necessary to plan a group of freelance tasks on the same processors to reduce the 

schedule length. This rule provides task preemption with the schedule in order to get a good 

optimum solution. The Mcnaughton’s algorithm have been scheduled the independent task set 

on identical processors for minimizing the length of the schedule [13]. Mcnaughton’s 

algorithm gives improved results than the list scheduling strategy in terms of execution time 

(Makespan) (by taking 28 seconds). This algorithm provides improved results in terms of 

execution time and a utilization factor than the List, ECT, EST, LST, SPT scheduling 

algorithms. Utilization problems have been solved by minimizing the number of delayed tasks 

in a system with a single processor by applying EDD (Earliest Due Date First) rule on the task 

set T by Hodgson's scheduling algorithm [14]. Scheduled the unit length tasks based on 

precedence constraints in a system using Hu's scheduling algorithm [15]. The List scheduling 

algorithm has been used for sorting the tasks in decreasing order with their precedence 

constraints and due dates using Brucker’s scheduling algorithm [16]. Explained the importance 

of scheduling algorithms in the manufacturing industry [17]. List, Hu’s, Mcnaughton’s, 

Brucker’s, Hodgson’s scheduling algorithms are emphasized the parameters like Completion 

time & precedence constraints, Completion time, Preemption & completion time, Latency & 

due date, and Utilization respectively. 

III Proposed Methodology 

A multicore or processor-based system has difficulty reaching the parameters like lateness, 

makespan, pre-emption, etc. The amalgamation of scheduling algorithms used to minimize the 

execution time, lateness, waiting time, and etc. To satisfy the mentioned considerations, the 

predefined techniques viz., list, and Mcnaughton’s scheduling strategies are used for 

complacent of a user by increasing the number of parameters covered. The Proposed 

scheduling algorithm i.e. List Mcnaughton’s amalgamation (LiMca) scheduling algorithm has 

been developed for an optimum solution with the features of List and Mcnaughton’s scheduling 

algorithms to overcome the individual drawbacks. In LiMca, Workload has been distributed to 

the available processors or cores in a system by sorting the tasks in decreasing order with their 

precedence constraints including due dates, pre-emption, context switching, and EDD. 

LiMca scheduling algorithm 

Algorithm: LiMca Algorithm 

Begin 

Outline a collection of tasks; 

Initialize (Taskset, problem, Processors); 

Find the Completion time using process time and processor(s); 

K:=1; 

Define m(k); 

Define n(l); 
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Due date: Non-decreasing order; 

Run the programming rule based on precedence constraints; 

For j: 1 to m(k) do 

Begin 

For i:=1 to n(l) do 

Begin 

If Process Time and precedence constraints less than or equal to C 

Then processor schedule on the second task; 

End; 

Processor schedule on the first task; 

If completion time is equal to process time 

Until the condition is satisfied (i:=15); 

Until criteria is met (j:=2); 

End; 

End; 

The avionic mission system is considered for verifying the results of proposed 

algorithm.  A classic list planning formula and its variations are planned and analyzed to 

unravel the portioning issues. A set of tasks is considered for partitioning, which is done using 

Mcnaughton’s Algorithm. 

IV Simulation Results 

LiMca Algorithm 

Parameters have been optimized like worst-case completion time, the CPU 

performance, and scalability on multiprocessor based avionics system by list mcnaughton’s 

amalgamation (LiMca) scheduling algorithm. LiMca has been implemented and verified the 

simulation result objectives in terms of lateness, flow time, ompletion time, Throughput, 

waiting time, Utilization factors by the amalgamation of the list, and Mcnaughton’s features. 

The LiMca scheduling algorithm simulation results are deployed in Fig 4.1. The main 

importance of the proposed scheduling algorithm is for an optimal solution which corresponds 

to the minimum makespan, minimize lateness, minimum flow time, maximum utilization of 

processor, and minimum waiting time. The LiMca scheduling algorithm has improved the 

lateness of other algorithms. The comparative lateness analysis of the List, Mcnaughton’s, and 

LiMca scheduling algorithms on avionics mission system shown in Fig 4.2 a. LiMca 

scheduling average lateness has considerably decreased when compared with List, ECT, EST, 

LST, SPT, and Mcnaughton’s scheduling algorithms. 

Fig 4.1: Gantt chart of LiMca algorithm 
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Average lateness has been evaluated effectively with LiMca for a solution that 

combined the features of Mcnaughton’s and List as pre-emption, precedence constraints, due 

date, deadline, and release time. The resulting analysis has been completed with an experiment 

of the avionic mission system. The performance of the LiMca has improved results than other 

scheduling algorithms. 
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b) Flow time
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c) Utilization

The proposed simple approach can be useful on any multiprocessors based system for 

the reduction of the percentage of the worst delays in the process. Fig 4.2.b depicts the 

comparative analysis of flow time, which is considerably decreased in LiMca as compared to 

list, ECT, EST, LST, SPT, and mcnaughton’s scheduling algorithms. Partition and allocation 

of tasks have been completed by mcnaughton’s and list scheduling algorithm respectively to 

increase the run time speed and improves the performance.  
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d) Waiting time
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Average flow time has been employed effectively for evaluation with LiMca using the 

features of Mcnaughton’s and List as pre-emption, precedence constraints, due date, deadline, 

and release time. Fig 4.2 c depicts by considering LiMca for evaluating the utilization factor is 

considerably dynamically changed than List, ECT, EST, LST, SPT, and Mcnaughton’s 

scheduling algorithms. The comparative analysis of utilization for List, Mcnaughton’s, and 

LiMca scheduling algorithms on an avionics mission system as shown in Fig 4.2 c.  
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e) Response ratio

Fig 4.2: Comparative analysis of list, Mcnaughton’s & LiMca algorithms 

Average waiting time has been hired successfully for evaluating the performance. The 

comparative waiting time analysis of the list, mcnaughton’s, and LiMca scheduling algorithms 

on an avionics mission system are shown in Fig 4.2 d. LiMca scheduling average waiting time 

is considerably decreased compared to List, ECT, EST, LST, SPT, and Mcnaughton’s 

scheduling algorithms. Average waiting time has been evaluated with LiMca with the features 

of Mcnaughton’s and List as pre-emption, precedence constraints, due date, deadline, and 

release time. The results analysis investigated through an experiment on Avionics Mission 

System using LiMca has been improved than other scheduling algorithms. The comparative 

response ratio analysis of the List, Mcnaughton’s, and LiMca scheduling algorithms on the 

avionics mission system are shown in Fig 4.2.e. A response ratio of the LiMca scheduling 

algorithm is considerably decreased as compared to List, ECT, EST, LST, SPT, and 

Mcnaughton’s scheduling algorithms. The results of LiMca have improved the performance 

than other scheduling algorithms. The comparative success ratio analysis of the List, 

Mcnaughton’s, and LiMca scheduling algorithms on the avionics mission system are shown in 

Fig 4.2 f. The success ratio of the LiMca scheduling algorithm is considerably increased as 

compared to List, ECT, EST, LST, SPT, and Mcnaughton’s scheduling algorithms. The 

average success ratio has been evaluated by LiMca with the features of Mcnaughton’s and List 

in terms of preemption, precedence constraints, due date, deadline, and release time.  
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Fig 4.3: Comparative analysis of Throughput for list, Mcnaughton’s & LiMca algorithms 

Processors throughput has been hired successfully for evaluating the performance.  Fig 

4.3 shows the comparative analysis of processor throughput by the list, mcnaughton’s, and 

LiMca scheduling algorithms on an avionics mission system. The processor throughput in the 

LiMca scheduling algorithm has been increased considerably in terms of less execution time 

compared to List, ECT, EST, LST, SPT scheduling algorithms. Mcnaughton’s and List 

characteristics have been utilized for evaluating the processor throughput by the LiMca. The 

simulation results of LiMca have been improved throughput of processors than other 

scheduling algorithms. 

Table 4.1: Comparative result analysis of different scheduling algorithms

S.No Name of the 

algorithm 

No. of 

processors 

(m) 

Utilization of 

processors (%) 

Preemption 

(Yes/No) 

Cmax 

(sec) 

Precedence 

constraints 

(Yes/No) 

Due date 

(Yes/No) 

Deadline 

(Yes/No) 

Release 

time 

(Yes/No) 
P1 P2 

1 List 17 2 100 70 No 33 Yes No No No 

List (ECT) 2 50 50 No 56 No No No Yes 

List (EST) 2 50 50 No 56 No No No Yes 

List (LPT) 2 100 70 No 33 Yes No No No 

List (SPT) 2 100 40 No 40 Yes No No No 

2 Mcnaughton’s 18 2 100 100 Yes 28 No No No No 

3 LiMca 2 100 100 Yes 28 Yes Yes Yes Yes 

LiMca 3 100 100 Yes 18 Yes Yes Yes Yes 

LiMca 4 100 100 Yes 14 Yes Yes Yes Yes 
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A set of tasks is considered for partitioning the tasks by Mcnaughton’s and specified 

task allocation time using a List scheduling algorithm to improve throughput, utilization, and 

response time. LiMca algorithm shows the improved performance by taking 28 seconds in 

terms of makespan compared to list scheduling strategy and the schedulability with precedence 

constraints compared to mcnaughton’s algorithm. Analysis of the list, ECT, EST, LST, SPT, 

Mcnaughton’s, and LiMca scheduling algorithms by utilization of processors, preemption, 

completion time, precedence constraints, due date, deadline, and release time objectives in 

Table 4.1. The utilization of processors has been hired for evaluating the performance.  The 

comparative utilization of processors analysis of the List, Mcnaughton’s, and LiMca 

scheduling algorithms on the avionics mission system explained in Table 4.1. The utilization 

of processors with the LiMca scheduling algorithm is considerably improved compared to List, 

ECT, EST, LST, SPT, and Mcnaughton’s scheduling algorithms.  

Matlab R2019a is used to simulate the proposed algorithm. Time Optimization of 

Resources Scheduling (TORSCHE) simulation tool used along with Matlab 2019a for the 

simulation of the proposed algorithm. The proposed algorithm has been provided the improved 

results using a start time (sj), processing time (pj), Due date (d~j), Deadline (dj), Release time 

(rj), and Due date (d~j). LiMca algorithm has been Provided the results in terms of Response 

time (56.61% performance improved than Mcnaughton’s algorithm), Completion time 

(Cj=sj+pj) (same as Mcnaughton’s algorithm), waiting for time (wj=sj-rj) ( 63.4% performance 

improved than Mcnaughton’s algorithm), flow time (Fj=Cj-rj) (55.51% performance 

improved than Mcnaughton’s algorithm), lateness (Lj=Cj+dj) (66.57% performance 

improved than Mcnaughton’s algorithm) and utilization of processors P1 & P2 is 100% (same 

as Mcnaughton’s algorithm). LiMca scheduling algorithm Performance metrics superior to 

List, Hu’s, Mcnaughton’s, Brucker’s, and Hodgson’s scheduling algorithms in terms of 

computational performance.  

V Conclusions and Future Scope 

The proposed algorithm has been implemented over an avionic mission system by 15 

critical and non-critical tasks along with the process, release, deadline, and due date. Pre-

emption, precedence constraints, process time, release time, and due date together are not 

supported by the algorithms reported in the literature. An attempt to consider Pre-emption, 

precedence constraints, process time, release time, and due date by the proposed scheduling 

algorithm.  

The proposed algorithm executed over two processors. Improved performance of 

LiMca is observed even considering precedence constraints over a list and mcnaughton’s in 

terms of completion time, utilization of processors, throughput, response ratio, waiting time, 

lateness, and flow time. In the real-time systems, the proposed algorithm executes the tasks 

faster and hence enhances the performance by assigning the time slots to the available 

processors in real-time scenarios. The proposed algorithm has changed to the new pattern with 

an addition of required features. Effectively employed this approach by extending the number 

of processors. 

This research did not receive any specific grant from funding agencies in the public, 

commercial, or not-for-profit sectors.  
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