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Abstract: Power estimation is a very prominent aspect in microcontrollers which aims to to be more
efficient in terms of power. A new method of estimation of power based on the execution of instruction in
AURIX, which is an automotive micro- controller is proposed. The main aim of this method is to estimate
the power in perspective of program(software) or instruction level which is constantly processed in
microprocessor which is more accurate when compared with the previous methodologies. The estimation
is done based on some set of instructions which is used in AURIX for Data transfer/storing in to memories,
Data processing and Data Execution for various application. Most of the previous methodologies are all
not accurate due to the abstraction levels.
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I. INTRODUCTION

The next generation microcontrollers used in automobiles should specifically estimate power
consumption before the code execution on board. This feature enables to predict required power for the
drive train. There has been tremendous development in the field of embedded system to predict the power
as accurate as possible [2][3]. Most of the method takes in hardware power consumption but it
compromises on software part [4]. So, a new trend has started where power estimation is performed based
on software. Chips like Intel 486DX2 enables us to exactly predict the power consumption during the
execution of instruction [5][6]. This power consumption value is 40% of the maximum power
consumption. Various methodologies in low power VLSI design have been proposed in different
abstraction levels such as structural, logical and algorithmic method. All these techniques calculate the
dynamic power dissipation. When system is working at a particular frequency, voltage and temperature,
power consumption is usually specified as static power consumption [1]. So, design of mixed hardware
and software system is a critical process as time to market and competition is increasing day by day.
Most of the methodologies in power reduction techniques always estimates at higher abstraction level.
In [9], 32-bit RISC processor is shown with power estimation model based on software with various
frequencies. Most modern designers are designing compiler which almost minimizes power as much as
possible. The power estimation method estimates the power of the whole system by utilizing the different
methods related to the processing of the microcontroller [7][8]. This method usually estimates the power
of the commands executed in the microprocessor when software/application is running. So the same
technique can be implemented to different processors with varying software application. The above
process can also be used in different areas of SOC and applications [10][11].
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Il. PROPOSED POWER ESTIMATION METHOD

The block diagram of trace IP which usually records transaction like writing, reading, fetching done
is recorded is shown in figure 1. IT also includes different trace signals with its time data, memory
location and cycle time required to execute an instruction. So, the data which is captured by the trace IP
for a individual test case executed on a processor can be seen by MCDS trace viewer. This MCDS trace
viewer usually contains the trace data which were captured earlier and stored in the .csv format with
current measurement in mA. The different transaction captured by the trace IP at different times is shown
in figure 1 as T signal. Each trace source is having a block for observation which contains trace units or
sampling unit to generate trace messages. These trace messages are stored in data buffers which are
synchronized by the cross connect unit and sent back to trace host. All the trace messages with its timing
information is based on the trace clock. The memory efficient message aligner present in the memory
controller is used to sort the time of the trace messages in trace buffer.

In figure 2, it can be observed the transaction flow of the trace buffer. The proposed method estimates
the power of the given program which gives us the instruction level power estimation. The program
consists of various number of com- mands/instructions which are executed by the CPU. To estimate the
total power consumption individual value of power of a particular instruction is first estimated. This
power value is termed as Instruction cost. In the next section implementation of the above concept is
explained.
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Fig. 1. Trace IP
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I11. DESIGN ARCHITECTURE & IMPLEMENTATION

The creation of trace data and current measurement from the trace buffer are categorized into two
categories such as validation data and training data. This validation data is also called as test data.
Initially, data obtained from training is used to design the model. So, to estimate the power prediction
error for a particular model which is selected by the training data, validation data is used. In figure 3, it
is observed the architecture of power estimation method. From the figure 3, the calculation of I err, where
it is fed to the linear regression model which is called learning algorithm. This model is made to give the
proper/accurate estimation of current value.

Instruction,
Memory and
Clock cycle info

Imeas
Measurement
i y
Uit ©
N
Test
PEM
Weights

Fig. 3. Power Estimation Method
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The flow diagram of the power estimation method is given below and it is shown in figure 4. The
detailed steps are shown in figure 5. It mainly consists of four steps.

They are
a) Writing a test case and obtaining the debug data after executing the test case.

b) Tracing the current fluctuation for various kinds of instructions and repeating the previous
step.

c) Capturing the debug data (Current) and feed the value to the model.

d) Estimate the data according to the learning algorithm.
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Fig. 5. Detailed flow diagram
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IV. MEASUREMENTS & RESULTS

Transaction recorded(captured) in the third step of the flow is shown in figure 6 and figure 7. In figure
6, constant data of 32 bit is written into a particular memory by one of the cores of silicon. In figure 7,
constant data of 32 bit is read into a particular memory by one of the cores of silicon.
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Fig. 7. Constant data of 32 bit is read
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Fig. 9. Random data of 32 bit is read

From these captured data, different input parameters for building the model is shown in figure 10
where various kinds of operands are listed in columns with its current measurements in rows. Initially

around 40 test cases are built and accordingly data set, buffer and model are created with the size of
validation as 0.25 and 180 epochs. This gave 91.22% accuracy.
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Fig. 10. Captured current values for 91.22% accuracy with 0.25 validation size and epoch of
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Fig. 11. graph of 91.22% accuracy with 0.25 validation size and epoch of 180

In figure 11, it is observed that the current predicted and the current measured graph with 91.22%
accuracy. In figure 12, the number of test cases were increased to 110 and epochs was produced to 80
which gave an improved accuracy of 98.88%.
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Fig. 13. Graph for Captured current values for 91.22%

In figure 13, it is observed that the current predicted and the current measured graph with 98.88%
accuracy.

In figure 14, error definition for the previous model is shown with 98.88% accuracy.
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Fig. 14. Error graph for 98.88%

V. CONCLUSION & FUTURE SCOPE

As the number of test cases increases, accuracy also in- creases which enables us to determine the
power consumption as accurate as possible. This method is suitable for estimating the power consumption
of microcontrollers accurately. The main bottleneck in this method capturing and measuring the current
which acts as a trace data. This work is mainly on the simulation part. This work can be implemented to
emulation also in the future to create a better model for power estimation.
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