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Abstract: The Microservices architectural design is widely used today which helps one to build an application as a set of services which can be developed and deployed independently. Each service is independent and gives a set of functions or features that can be individually serviced. In spite of the fact that microservices design has been advanced as the fix just for all cutting-edge application development ailments and is viewed as the replacement for API first application advancement, its execution needs undeniably more idea and practicality. In order for these independent services to work together towards a common goal we need something that will stitch them together because they cannot work in complete isolation and need to share data and interact with one another. There are two ways to do this - microservice choreography and microservice orchestration. This paper tries to explain the difference between choreography and orchestration of microservices, and why the latter is better. We will then discuss about orchestration of microservices using an open sourced microservices orchestrator - Conductor.
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1. INTRODUCTION

Today, microservice architecture has emerged as one of the best and easiest way to build and manage any application. This style of architecture is a collection of independent services which offer the advantage of being loosely coupled and independently deployed [8], [9]. Hence, they can be developed by a smaller set of people which leads to better organization in the team and the responsibilities and can be separated by specific tasks. Since the services are independently deployed, the required services can be scaled independent of the application [7]. Microservices additionally offer improved error separation whereby on account of an error in one service the entire application does not really quit working. After fixing the error only that particular error needs to be redeployed instead of the whole application. Microservices also offer the flexibility to choose the technology stack which best suits the individual services as opposed to choosing a single technology stack for the entire application [5].

Considering the example of a simple purchase transaction, it requires many services like the payment service, inventory service, a service to manage the shipping process and a service to manage the delivery services. All these services have to run in a specific predefined order. If any service fails, then the tasks executed before that should all be rolled back, just as in the case of a database transaction. All this appears to the end used as a single process, but internally it requires dozens of services to communicate with each other and exchange data. There are two solutions to get the services to work together and to manage the issues in data management in distributed microservices, they are Orchestration and Choreography. Orchestration addresses a solitary concentrated executable business measure that arranges the association among various services. The orchestrator is liable for conjuring and joining the services [4]. There is a controller services which calls the services to be executed, analyses the results and decides if the next services can be called or a rollback has to be performed. The relationship between all the participating services are defined via a single endpoint (i.e., the controller service). Orchestration is a centralized approach [2], [3]. It offers a very tight control of each step in the whole process.
On the other hand, choreography utilizes a decentralized approach. Choreography does not require any central controller process [11]. Choreography differs from orchestration in a major way by the asynchronous nature of choreography. It basically reduces the dependency between the services and allows them to function independently. Since the functionality is independent of any orchestrator, the execution of tasks is faster in choreography. Any request can go from one service to another and back and forth several times and it becomes difficult to track it without an orchestrator to control the end to end transaction. But in case of orchestration you can just ask the orchestrator for the status of any task. Choreography also makes debugging and testing a very tedious procedure. But, in orchestration due to the monitoring by the orchestrator, it is very easy to identity exactly from where any error is coming [6], [12].

2. SURVEY

2.1 Implementation using Conductor

For this use case, the example of a cab rental service is considered, and the working of Conductor will be studied. Conductor is a microservices orchestration engine that is developed and open-sourced by Netflix.

Fig. 1. Uber’s higher level microservices architecture

Considering Uber’s higher level microservices architecture as shown in Figure 1. We have considered few of the services such as passenger management, driver management, trip management, billing, payments and notifications. These microservices will have a number of tasks that have to be called in a particular order to ensure the smooth management of the application. This is the work of the orchestrator to ensure that the microservices are called in the right order. So, getting into the orchestration part, Conductor has something called as tasks and workflows. Each microservice can be a task and one or more tasks can be added to a workflow which will run those tasks in the given order. Tasks have to be defined before adding them to a workflow. So, the first job is to define the tasks. For this we need to create a JSON body with the parameters that are defined by Conductor. Each task has to be given a name, the description which is optional, the retry count which defines the number of times that will be attempted if the task is marked as failure, the retry logic which defines the mechanisms to schedule the retry, the retry delay seconds defines the time interval between two retries, the timeout policy, the timeout seconds defines the time after which the task is marked a timed out, if it is not completed after transitioning to in progress state, the poll timeout seconds defines the time after which the task is marked as timed out if it is not polled by a worker and the owner email ID. These are the mandatory fields in order to define any task. There are also some other optional parameters that can be used according to the use case.

So once the tasks are created a workflow needs to be created, to which we can add more tasks. A workflow can be created in a similar way that a task was created, that is, by posting a JSON body. The fields to define a workflow include the name of the workflow, the description which is optional, an array of the tasks that should be added to this workflow, the schema version which refers to the conductor schema version which must be 2 currently as 1 is
discontinued, timeout seconds, timeout policy and the owner email ID which is mandatory unless it is disabled. Once the workflows are created, we need to create workers. A worker is a simple code which runs when it gets called by any task. Once the worker is ready, Conductor needs to know where to find that worker. For this a listener is required. A main listener is required in order to listen when any task needs to be executed. The listener will know when there is a task to be executed on the worker. A task listener can be implemented either as a simple main class which runs continuously in the background or it could be a complex Java Spring Boot application [13] running within a Docker container. The latter is used for this example. So, conductor uses a polling model, the workers will poll for the tasks in the workflows which will then execute those tasks that they have polled for. Once a task is executed, it is removed from the queue and the workers can poll for the remaining tasks in the queue.

So, considering the above example, a number of microservices have been defined as mentioned above for this use case. Each microservice will have many tasks inside it. So, in the passenger management microservice tasks like tracking the location of the passenger, estimating the cost of the ride from the starting location to the destination, finding nearby drivers, booking the ride, etc can be present. In the driver management microservice tasks to notify the driver when a nearby customer is trying to book a ride, to accept or cancel a ride request, to get the route to the passenger’s location, to get the route from the passenger’s location to the destination after verifying the OTP, etc can be added. Under the billing and payments microservice tasks like estimating the final price of the ride, connecting to the bank servers, to make the payment, etc can be added. In the notifications microservice tasks to send different types of notifications for e.g. when the driver has arrived at the location, to send the OTP to the passenger, to give inform about any offer codes, etc can be added.

Task - worker implementation: The tasks communicate via the API layer. These tasks are implemented by the workers. Workers achieve the communication between tasks by either implementing a REST endpoint or by implementing a polling loop that periodically checks for pending tasks in the queues. The polling model permits us to deal with the backpressure on the workers. It also gives auto-scalability depending on the queue length when the situation allows. Conductor gives APIs to monitor the workload size on each worker that can be utilized to auto-scale the worker instances. The workers are planned to be idempotent stateless functions.

2.2 Orchestration VS Choreography

Why orchestration is better than choreography? Orchestration basically controls all the microservices in the architecture actively, it is similar to a conductor who directs the musicians in an orchestra. Each musician in an orchestra may be an expert in playing an instrument but they wait for the conductor to give the command. In orchestration there is a single central service that controls all the communication between the microservices and gives directions to each microservice to perform an intended function. So, in case any error pops up, the orchestrator or the central task can be asked as to from where exactly that particular error is being thrown. While orchestration can be compared to a symphony, choreography can be said to be similar to a dance group. In a dance group each dancer knows what has to be done, which step has to be performed, each dancer is able and is required to do the right steps at the right time. In choreography all the microservices need to exchange messages among themselves when something happens. For this an event broker will be required. If any microservice sends any message, it doesn’t bother about what happens next or wait for the response. Everything after that happens in an asynchronous way. Every microservice only observes its environment. If any other service subscribes to this channel of messages will know what to do next. So basically, choreography is an event driven model and all the microservices publish some event when some business relevant task takes place within them. This process proceeds till the last service which does not publish any more events, there by marking the end of transaction. It can be visualized as shown in Figure 2.
Considering the cab rental example, in orchestration a central orchestrator will be present which will handle all the tasks and workflows. So, the orchestrator will take care of the whole flow say from finding a ride to making the payment. Suppose in the payment method if something goes wrong, the orchestrator will know the flow completely and can revert back. But in the case of choreography, if the payment method fails, the payment microservice only has to trigger an event to roll back the changes. This needs to trigger many other events to cause the roll back in each service. This might lead to an error as the payment service might not have all the information to do so. And if the roll back didn’t take place in any microservice due to an error it will lead to database inconsistency. Whereas in orchestration the orchestrator will have all the information and will know exactly how to roll back. Some other issues with choreography are that there is a tight coupling and assumptions around input or output which make it very hard to adapt to the changing requirements, the process flows are embedded inside the code of numerous applications and also there is no practically real way to answer how much part of any process is completed. When there are smaller number of microservices choreography is significantly faster than orchestration. But as the number of events go on increasing it become very difficult to manage all the microservices individually in choreography. But orchestration can handle multiple events very smoothly without much confusion as all the events are orchestrated at a central location. The Orchestration flow can be visualized as in Figure 3.
3. RESULTS

From the above experiment it was found that Conductor as an orchestrator is a very good solution to management of microservices because of the various characteristics of this engine which make it very easy to use. These include the capacity to make complex workflows in a simple manner. The tasks are executed by the microservices. All that has to be done is to write workers to poll on those tasks. We can give the task and workflow blueprints in a JSON DSL, which is very easy for anybody to understand who are starting from scratch. The engine allows easy traceability of any task execution and also provides visibility to track the execution. It also provides the ability to pause, stop or resume tasks at any point during the execution. It also has the ability to scale millions of workflows. Conductor also provides pluggable storage and API layers. Hence it gives the users the flexibility to choose any different queues or storage engines depending on the use case provided the interface is implemented.

![Billing Workflow in Conductor](image)

Figure 4 shows how the billing workflow looks after completion in the Conductor UI. In Conductor we can create different types of tasks, here Simple and Decision tasks are used to create this workflow. The decision task works similar to the case switch statement in any programming language, so it can have multiple outcomes. In this example, we have used only two cases, either true or false. In this workflow tasks such as verifying if the trip is completed, fetching the trip details, fetching user bank details, deducting amount from the user’s bank account are used. In this case, it can be seen that all the tasks executed successfully hence the failure task wasn’t executed and the payment process went through successfully.

4. CONCLUSION

In this paper, the microservices architecture was discussed in brief and its advantages were discussed which made application development very easy. If we have too many microservices a mechanism to manage those microservices will be required. Hence microservices choreography and orchestration come into picture. We then saw the major differences between choreography and orchestration and how the latter performed better...
when the number of services goes on increasing. It was found that choreography is much faster than orchestration, but event choreography is very hard to code and manage when there are a lot of events being triggered from every microservice. It is also evident that handling multiple events without a central orchestrator becomes very difficult as one team working on one service may not be aware about the other events being triggered. Moving further, the working of conductor and its terminologies was studied. A simple cab rental example was studied and executed in Conductor in order to understand the working better.

5. FUTURE SCOPE

Looking from the Conductor point of view some of the developments which might result in a more user friendly experience while using Conductor would be to add the feature to create and manage the workflows using JSON DSL, i.e. if the workflow functionality can be mentioned using JSON DSL, because currently workers and task listeners have to be written separately which is a little tedious. Another addition would be to log the execution data of each task which will help in the troubleshooting any errors easily. Another useful addition will be to add support for the AWS Lambda functions to support serverless simple tasks.
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