
CHALLENGES IN FACE RECOGNITION TECHNIQUE 

ABSTRACT 

Face detection is an application that is able of detecting, tracking, andrecognising human faces from 
an angle or video captured by a camera. A lot of advanceshave been made-up in domain of face 
recognition for security, identification and appearance purpose, but still difficulties to able to beat 
human alike accuracy. There are various problems in human facial presence such as; 
lightingcondition, image noise, scale, pretention etc.  Unconstrained face detectionremains a difficult 
problem due to intra-class variations acquired by occlusion, disguise, capricious orientations, facial 
expressions, age variations...etc. The detection rate of facerecognition algorithms isactually low in 
these conditions. By the popularity of AI in recent years, a mass number of enterprises deployed AI 
algorithms in absolute life settings. it is complete that face patterns observed by robots depends 
generally on variations such as pose, light environment, location. 
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INTRODUCTION 

The human face is a multidimensional anatomy that can convey a lot of information about the 
individual, including expression, feeling, facial features. Effectively and calmly analysing the features 
related to facial information is a difficult task that requires lot of time and efforts. Although lot of 
achievements been made-up in devising facial detection algorithms and systems, but to achieve 
human alike accuracy of facial detection, some above issues associated with these algorithms/ systems 
should be abundantly lessened.[1] new algorithms developed or some absolute algorithms bigger or 
accumulated with other methods, techniques, or algorithms to body facial acceptance systems or 
applications.Artificial Neural Networks, been about for several decades as an another to typical 
Machine Learning algorithms, originally motivated by activating models of the biological brain. It 
was well known for its ability to retrieve relevant patterns after alteration of weights and biases of the 
network.Face Recognition (FR) has been broadly studied because of its abstract value as able-bodied 
as its amazing potential application [2]. Face recognition is broadly applied in life, such as law 
enforcement, online image search, entertainment, human machine, security surveillance, citizenry 
security, and e-government services, e-health, etc.Face detection is a method to detectanindividual's 
face bynumerous face pictures of the individual. Every face has its own apparent landmarks, the 
altered peaks and valleys that include facial features. Mathematical methods are active to 
acknowledgethis different appearance and analyse the integrity that analyse faces (key features). Once 
the key features are articular the adjoining step is to analyse and match the key features to fit the 
pictures with other. Adistinctive application of face detectionincludesexercise an algorithm pre-
obtained exercise abstracts comprising the acknowledged face pictures. When a picture analysis 
isfamiliar, the algorithm matches the analysis picture and recognizes based on the ability attained in 
the training phase. Facial detection proves to be actual useful in surveillance- robots can analyse and 
admit individuals and appropriately allow or anticipate their admittance. The face of a being can 
serves the purpose of a character card, appropriately preventing forgery. The claiming one faces in 
evolving an authentic face detection algorithm is partially due to the reformed variables in the analysis 
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pictureset like poses of the subjects, beam differences, alignment of faces and facial features. 
Disparities in these fields in pictures of the above-mentioned subject accomplish it an actual 
challenging botheration to tackle. These problems are critical to the smart surveillance also. 

 

CHALLENGES FACED IN FR 

In FR, key-point apprehension and description forth with feature vector equivalent are the two 
commonly used stages and are the fit of the absolute system as they rapidly contribute to all-
embracing efficiency, achievement and accuracy. Therefore, great importance is accustomed to these 
stages and we see remarkablequantity of research being done to accommodate the claim of the ability 
of system. An all-embracing explanation about feature recognition and descriptors can be apparently 
see in [3]. A lot of accomplished key-point detector and descriptor methodologies for FR systems 
such as SIFT(Scale Invariant feature Transform) [4], an accomplished algorithm developed by David 
Lowe[5] that performs key-point detection forth with feature vector  adding and additionally 
extensivelyadapted in the computer vision domains as in motion analysis, article recognition, picture 
restoration, image-understanding systems and so on and yet is adopted for its robustness adjoin 
fluctuations in scale, translation, in-plane rotation. Likewise, SURF (Speeded-Up Robust Features) [6] 
which was established by Herbert Bay has accurate to be a computationally beneath expensive acting 
to SIFT. SURF has some distinguished features like robustness to calibration and in-plane-rotation, 
uniqueness etc. It is additionally quick in ciphering as it is based on multi calibration face-theory 
involving a fast Hessian matrix. Though these mentioned descriptors shaped a foundation in FR 
systems they didn’t achieved the accuracy, attention and ability in absolute time scenarios and were 
computationally unaffordable. In addition to the bequest of FR system, ORB (Oriented Fast and 
Rotated Brief) [7] was proposed by Rublee to accommodate the best interim for the deficiency of 
accurateness (of SURF) and computational amount (of SIFT) and was solved by reforming the BRIEF 
[8] and FAST [9] key-point feature descriptors. ORB was added by introducing an Orientation basic 
to the FAST (called oFAST [7]) descriptor forth with the admixture of a steered adaptation of BRIEF 
descriptor (called rBRIEF [7]) in adjustment to assure robustness adjoin in-plane circling [6]. ORB [7] 
is confirmed much greater ability when it comes to unprocessed similar potential and believability of 
image analysis applications.  

PROBLEMS FACED IN RECOGNISING DEEP FACIAL FEATURES  

The issue mainly breaches in two parts, one is how able to retrieve facial features, and the second 
howable to make facial feature classifiers. Many face detectiontacticshas beenwished-for global-
feature and local-feature based methods. For global-feature based methods, a single picture is taken as 
input for face detection. The global appearance extracted through subspace learning auspiciously used 
in FR, likelinear discriminant analysis (LDA) [11] andprincipal component analysis (PCA) [10]. 
Meanwhile, the local-feature based methods try to retrieve local descriptors able to describe the 
pictures’ local structure. One model local-feature descriptor is Gabor wavelets [12], have proven very 
acceptable representative capacity. Another serious botheration in FR arrangement is the best of 
classifier. Several sorting approaches acceptedand accomplished over the decades. On those, the 
nearest-neighbour (NN) classifier [13] and the nearest-mean (NM) classifier [14] are best widely 
familiarizeddue to their simplicity and availability. The NN classifier allotsan analysis sample to the 
class of its adjoining neighbour from the categorized training set. Instead of analysing the adjoining 
training sample, the NM classifier allotsan analysis sample to the group of its adjoining class mean.  
Sparse representation now a hot theme of pattern recognition and also computer vision. sparse 
representation is an address to collect appearance that relies on showing concealed images as anopen 
image of sparse mixture. sparserepresentation apparently has a hugecollection of acknowledged 
applications such as image denoising [15] image super-resolution [16]. sparse representation was 
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firstly activated to face detection by Wright.This contribution in 2008 [17] wasconsidered as a 
breakthrough in face recognition. 

DATA REDUCTION TECHNIQUES IN FR 

DR is a technique, which reduces the data dimensions and keeps the information regarding it. In this 
technique, number of image pixels used to do detection as well as matching. Because of that this 
method is considered as an expensive one. And it required more storage space. Also, DR is a part of 
face recognition. 

A LDRT like PCA [18], it contemplates an image in the transparent order and it detects in linear 
combination. But it won’t contemplate non-linear aspect like occlusion [19]. Also, data cannot be well 
represented in linear dimension. That contradicts to PCA as well as KPCA [19] which grants users to 
simplify the available data. It is likely to perform along with statistics for encoding the image 
structure. 

For feature correspondence, it is advised to use FLANN. It could perform nearby member searches in 
an increased speed. For searches in dimensional space, it uses RANSAC [20]. As per the continuous 
increase happening in probability there will be increase in matches of datasets. And the process of 
FLANN consumes much more time because of RANSAC’s iterative methods. That happens because 
the low efficiency of the constraint. Therefore, it doesn’t fall no the boundary conditions of the 
calculation time. So, it won’t result in an optimal solution. Due to the high time consumption and 
efficiency of RANSAC it is considered as a failed model. 

CONCLUSION 

In this a new efficient access of face detection for distinct sample, training pictures of distinct class 
are not enough to linearly denote the testing variability, by the occlusion variant dictionary. Our 
access was evaluated on AR dataset. Quick and able FR techniques are generally essential in-service 
robots. We have new typical approach for Face detection which is based on the cost-effective ORB-
descriptor, Kernel PCA which is a non-linear field reduction tool and beginning based clarification to 
abolish false matches. In the architecture of the FR structure, it is vital to perform assess on datasets 
variation in rotations, illumination and translations. Hence many new methods are implemented in the 
field of face recognition to tackle problems faced in the early stages of face detection technique. 
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