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Abstract: In every product development industry, automation plays a key role in increasing the 

throughput of the company and providing better planning in the product development and improved 

production quality. It is very necessary to find a solution to interdependencies during the product 

development process. During simulation-based analysis of a product, it is required that the need for 

actual hardware of the product is to be eliminated. Because of this, the functionality of the actual 

hardware can be analysed by using software using simulations. If simulations of different products are 

running, the data is to be exchanged between different simulations effectively. It can be considered as 

simulating data exchange, as it is implemented in the hardware form. A proper and suitable method is 

to be used to have this goal achieved. This paper will address the integration approach for application 

code simulations or programs that are built to perform specific task. 
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1. Introduction

Integration of two simulations or application programs enables sharing and exchanging the processed 

data with each other. The integration approach might use different data exchange methods for 

exchanging the data. As this may be considered as communication between two processes that reside 

in two different individual programs, there is a need for such methods which can transfer the data 

between these processes. There are few methods that help to achieve the goal described earlier that are 

dependent upon different concepts like Inter-process communication, resource Sharing. As both the 

simulations are supposed to run on the same machine, a specific method is needed which can make the 

exchange of data while two simulations are running simultaneously. The method should also ensure 

that two simulations stay connected throughout the process and exchange the data. 
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2. Methodology

A. Proposed System: 

In the integration approach, processed data need to be exchanged between two application programs 

which may act as two simulations of a particular system. The proposed system focuses on a 

communication Bridge, Communication bridge tries to implement the specific method between two 

application programs to transfer the data packets. The method should ensure no data loss or data 

corruption. The method should be also capable of establishing and retaining the connection between 

two application programs. The following figure shows a block diagram of the system which uses a 

particular communication method to exchange the data between two application programs. These two 

application programs may be controlled individually by the User control which may include a graphical 

user interface or any application program interface. 

Figure 1. Block Diagram of Proposed System 

B. Communication Methods: 

1. File handling:

A File enables us to store a large amount of continuous data in different forms. File handling provides 

some operations such as File creation, opening, closing, etc. A file can be handled by using Read, Write 

and Append modes. These modes can be used according to requirements. File handling helps in 

transferring the data from one program to another program by becoming the intermediate medium. This 

intermediate file is created, and data is written to it. Another program reads that data and uses it for its 

processing. The limitations of this method are lack of synchronization, processing delay, and the 

problem of data corruption. Whenever data is to be transferred, the file is opened and when data is 

written to it, it needs to be closed. This process may create a lack of synchronization, also in this process 

data loss and corruption are possible. Figure shows Source and destination as two application programs. 

An intermediate file is created for storing the processed data. This file may be of any type text, binary 

or CSV. 

Figure 2. File Handling Method 
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2. Inter-process communication using Named Pipe:

The pipe is a medium of communication between two or more than two related or interrelated processes 

which may or may not run on the same machine. The data exchange is achieved by one application 

program writing the data into the pipe and another application program reading from that pipe. Pipes 

are used for communication between related processes and in the case of unrelated processes advanced 

version of pipe called Named pipe is used. 

One-way communication using Pipe: 

In this case, a source can either read or write at a time. The same is the case for a destination. 

Figure 3. One Way Communication 

Two-way communication using Pipe: 

Two-way communication uses two pipes to achieve simultaneous bi-directional 

Figure 4. Two Way Communication 

In the case of the unrelated process (the process in two different programs), to communicate between 

these processes, another type of process called Named Pipe is used. It is also called First-in-First-Out. 

It is an extension of traditional pipe. 

Figure 5. Application program A and B connected through Named Pipe 
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Algorithm: 

Server: 

1. Create named Pipe.

2. Connect Named Pipe

3. Write File or read File.

4. Flush file Buffers

5. Disconnect Named Pipe

6. Close handle

Client: 

1. Create File or Call Name Pipe

2. Write/Read.

3. Close handle

The Named pipe method enables the integration of two independent programs by creating client-server 

pair. Hereafter HMI simulation is referred to as server-side and ACU simulation is taken as the client-

side. One program is considered a server, and another is as a client. Communication is established 

between server and client with the help of the Named pipe. After successful connection, data can be 

exchanged by using Read and write functions. 

3. Implementation and Results

A. File Handling 

For the communication layer, the file handling method creates a file that acts as a communication 

medium between two programs. This intermediate file may be of different types such as binary, hex, 

CSV, text, etc. The sample data is written two the file the CSV file is as shown below. 

Figure 6. CSV File data written by application code 

Journal of University of Shanghai for Science and Technology ISSN: 1007-6735

Volume 23, Issue 7, July - 2021 Page -662



The console output of the source and destination side application program is as shown below, which 

indicated data being sent to the destination through an intermediate file. 

Figure 7. Console Window of Server Side 

Figure 8. Console Window of Client Side 

The limitation of this method is that it is not suitable for synchronous communication because for every 

data transfer cycle file is to be opened and closed. A lot of processing time is consumed for opening or 
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creating the file in the desired mode such as read, write, or append. It may also lead to data loss and 

corruption because of random access of the file by the different application programs. 

B. Inter-process communication using Named Pipe Method: 

The inter-process communication method using the Named pipe method will connect both source and 

destination with the help of named pipe or FIFO. On the successful connection of both source and 

destination the data read and write starts by calling the respective functions. It is important to note that 

the application codes will run on the same machine.  

The console window showing the data packet received is as shown below. 

Figure 9. Console Window at the Client 

The console window showing the connection status of the Named pipe and received data from the 

client is shown below. 

As this Named pipe communication program is connected with two different programs at the same 

time, it may lead to loss of synchronization. If both the application programs make use of reading and 

writing operations synchronously then data gets transferred effectively. 

Figure 10. Console Window at the Server 
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Following table illustrates the comparison between the methods discussed above. It discusses 

integration method used to joint two application codes, advantages, disadvantages of each method. 

Table 1. Comparison of Two Data Exchange Methods 

4. Conclusion

In this work, for the integration part first method is file handling. In file handling, data exchange is easy 

for low-level asynchronous simplex communication systems. for event-based application codes, this 

method may not be suitable because every time of data transfer file is to be opened and closed. Also, 

data loss and corruption are possible because random nature of file access by different application codes. 

This leads to a lack of synchronization and efficiency.  

Another inter-process communication using a Named pipe creates a dedicated connection between two 

different application programs. It ensures if the connection is established between two application codes 

or not. Because of this, the working efficiency is more in this method. Some synchronization issues 

may arise which may also depend on data transfer frequency and pattern of the application program 

simulation to which this method is used. 
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