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Abstract:  

The use of activities and internet access differs between men and women. On average, men 

spend more time on the Internet a day. Men also have some of the same online activities as 

women. However, there are specific differences such as men's tendency to access features 

such as breaking news, football, or games and men's products. On the contrary, women are 

more interested in shopping, e-commerce, chatting and participating in social networking sites 

and blogs. The study aims to identify and predict gender of internet users based on their 

access history. 

With SVM method, the correct classification rate is the highest compared to the other two 

models Accuracy = 87.67%, in addition, the Precision, Recall, and F-Score parameters also 

give outstanding rates. This result allows us to believe in the ability of the SVM machine 

learning model to effectively handle the classification and gender identification problem with 

large-dimensional data. 
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1. Introduction 

  

Today, with the continuous development of science and technology in the world in general 

and in Vietnam in particular, there have been great strides. The infrastructure and equipment 

are relatively modern and constantly developing. According to the summary report of the 

Ministry of Information and Communications in 2016, the percentage of Internet users in 

Vietnam reached 62.76% of the population, of which the percentage of households with 

Internet access reached 24.38%, that is for every 5 families. One household uses fixed 

broadband. In which, according to statistics of the Department of Telecommunications 

(Ministry of Information and Communications) in November 2016, the total number of fixed 

broadband Internet subscribers reached more than 9 million subscribers and the number of 

mobile broadband subscribers reached more than 12.6 million subscribers. . 

Besides, according to the statistics of "wearesocial.net", in January 2015, Vietnamese people 

ranked 4th in the world in terms of time spent using the Internet with 5.2 hours per day, only 

after the Philippines ranked first with 6 hours per day. hours, followed by Thailand with 5.5 

hours, and Brazil with 5.4 hours/day. 

 

           

  Figure 1 - Average time using the internet per day of Vietnamese people 

Because of the continuous development of information technology and the popularity of the 

internet today, information to users is extremely rich and continuous. Internet users today 

often have the habit of accessing and searching for the issues they are interested in. Most of 

the information is saved as a session on the network. Such information can be articles, 

business documents, products, economic information, e-commerce, other personal 

information, etc. From that fact emerged the needs. require information analysis to classify 

that information for different purposes such as learning, research, business, commercial 

marketing... 
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With that in mind, we must identify and categorize useful information from rich data sources 

from users' sessions, internet usage, to suit specific audiences, and to support specific 

technologies. automation tools that aid in knowledge discovery and information mining. 

Gender Prediction (or Determination Gender or Gender Prediction) is a method of classifying 

and identifying activities accessed by either Male gender or Female gender from other 

activities with known labels. For example, an article in a web page can be accessed by either 

male or female gender (such as sports, education, law, information technology, cosmetics, 

clothing, etc.). The classification can be done manually: read the content of each activity and 

assign it to a certain label. However, for a system with a lot of records, this method will take a 

lot of time and effort. Therefore, it is necessary to have an automatic method for gender 

classification. This method helps to determine gender with high accuracy and is used for 

purposes such as learning, research, business, and commercial marketing. 

2. Literature review 

Available methods of sex determination 

In the world, a number of previous works have studied methods based on text analysis such as 

De Vel et al. (2001) used 221 features to identify the author of the email. Argamon and 

Koppel et al. (2003) studied differences in male and female writing styles in 604 British 

National Corpus documents. Schler et al. (2008) explores the use of features and content-

based to predict the gender and age of bloggers on a dataset of more than 71,000 blog posts 

from blogger.com. This model achieved 80% results for gender predictions and 76% for age 

predictions. Nguyen et al. conducted a study to predict gender and age of twitter messages and 

forum posts using regression method with about 80% accuracy. (source: Dong Nguyen, 

Rilana Gravel, Theo Meder, Dolf Trieschnigg – TweetGenie: Automatic Age Prediction From 

Tweets. Available from: http://dolf.trieschnigg.nl/papers/SIGWEB.2013.nguyen.pdf) 

Method of determining gender using blog posts 

In the past years, Blog is a kind of diary, popular personal website sharing life experiences or 

something in people's daily life. This is a very large type of data containing articles and texts 

created by hundreds of thousands of user authors. This information contains many features 

that can be exploited for the classification problem, specifically here is the gender 

determination of bloggers. A research paper specifically on demographics and gender was 

developed in 2007 by Schler et al (2008) with a dataset of all blogs visited in a single day in 

August 2004. 

 The study focused on differences in blogging and differences between men and 

women among bloggers of different ages. The stylistic and content features are given as the 

core to solve the problem. 

Research using MCRW (Multi-Class Real Winnow) model. For each class, ci, i = 1, ..., m, wi 

is a weight vector <wi 1, ..., wi n>, where n is the size of the feature set. Each wi j, is 

initialized starting with 1. The training sets are randomly ordered and processed once. The 
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algorithm runs a continuous training loop, randomly resetting the examples after each cycle. 

After every ten cycles, the Algorithm checks the number of correctly classified training 

examples. If this number has decreased, the algorithm will roll back. If no improvement is 

found after five rounds of 10 cycles, the algorithm is terminated. Research shows that MCRW 

model is more efficient than SVM in classifying a large number of documents. 

 

 The test results show that bloggers can be classified by gender according to age 

groups, writing style and content. In the cases given, the combination of stylistic and content 

features provides the best classification accuracy. 

The method of sex determination through data from daily mobile communications was 

studied according to the article Demographic Prediction Based on User's Mobile Behaviors 

(2012) in the MDC Data Set competition. In this paper, the research team proposes a new 

model namely Multi-Level Classification Model to solve the problem of existing unbalanced 

classes in the data. Based on this model, the user's gender prediction results will be obtained 

by combining multiple classification models into a multi-level structure. 

 

3. Research Methodology 

To conduct a general gender determination classification, we will perform the following steps: 

Step 1: Build a training dataset based on pre-classified user data set. Conducting learning for 

the data set, processing and collecting the data of the learning process are distinct features for 

each content. 

Step 2: The data to be classified is processed, and the features combined with the previously 

learned feature are drawn to classify and produce results. 

The outstanding feature of this problem is the diversity of activities and characteristics of men 

and women. The features make the classification relative and somewhat subjective, which, if 

done by humans, can be prone to ambiguity. For example, there is access to clothing shopping 

information at an e-commerce website, which can still be accessed by men or women. 

In recent years, the classification method using Support Vector Machine (SVM) has been 

interested and used a lot in the fields of identification and classification. The SVM method 

was born from the statistical learning theory built by Vapnik and Chervonenkis and has great 

potential for development in theory as well as in practical applications. Practical tests show 

that the SVM method has good classification ability for 2-class and multi-class classification 

problems as well as in many other applications (such as text classification by topic, face 

detection). in images, regression estimation, software error prediction, etc.). Compared with 

other classification methods, the classification ability of SVM is equivalent or significantly 

better. For these reasons, I have chosen this method for predicting the gender of internet users, 

the specific algorithm and application will be presented in the following chapters. 

4. Main findings 

4.1.The main steps of the SVM . method 
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Data preprocessing: The SVM method requires data to be expressed as vectors of real 

numbers. So if the input is not real, then we need to find a way to convert it to SVM's digital 

form. Avoiding too large numbers, it is usually advisable to normalize the data to convert to 

the range [-1,1] or [0,1]. 

-Select the multiplication function: It is necessary to choose the corresponding multiplication 

function for each specific math problem to achieve high accuracy in the classification process. 

-Perform cross-checking to determine application parameters. 

-Use parameters for training the sample set. 

-Testing the Test dataset. 

Advantages of SVM method in data classification 

       As is known, data classification is a process of putting unlabeled data into corresponding 

labeled data classes. Each label is identified by some sample data set of that label. To perform 

the classification process, training methods are used to build a classifier set from sample 

records, then use this classifier to predict the class of new records with unknown labels. 

We can see that two-class classification algorithms such as SVM all have the common feature 

of requiring data to be represented in the form of feature vectors, but other algorithms must 

use parameter estimation and the optimal threshold while the SVM algorithm can find these 

optimal parameters on its own. Among the methods, SVM is the method that uses the largest 

feature vector space (more than 10,000 dimensions) while other methods have much smaller 

dimensions (such as Naïve Bayes 2000, k-Nearest Neighbors is 2415… ). 

In his work in 1999, Joachims compared SVM with Naïve Bayesian, k-Nearest Neighbour, 

Rocchio, and C4.5 and in 2003 Joachims demonstrated that SVM works very well with the 

characteristics previously mentioned properties of the data set. The results show that SVM 

gives the best classification accuracy when compared with other methods. (source: Making 

Large-Scale SVM Learning Practical - Thorsten Joachims. Available from: 

https://www.cs.cornell.edu/people/tj/publications/joachims_99a.pdf) 

According to Xiaojin Zhu, in the works of many authors (such as Kiritchenko and Matwin in 

2001, Hwanjo Yu and Han in 2003, Lewis in 2004) have shown that the SVM algorithm gives 

good results of text classifier. 

4.2 Experimental results 

Experimental results using 5 models and 4 evaluation criteria to provide effective SVM 

machine learning model for gender classification. The evaluated models are recorded after 

using the method of Cross validation or k-fold Cross validation for testing and training. The 

obtained results show that the classification ability has high accuracy but decreases gradually 

with discrete models from category A model to product category model D. 

The reason is because the data noise is quite large for discrete models, the more features the 

model has, the larger the noise. Specific results with discrete models are collected in the tables 

below: 

Table 1 - Discrete model results 
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LABELS 
SVM with model A 

Precision Recall F-Score Accuracy 

Male 77.4 % 55.3 % 64.5 % 

86.51 % Female 88.2 % 95.4 % 91.7 % 

Weighted 
Avg 

85.8 % 86.5 % 85.6 % 

(source: authors calculation) 

Table 2 is the table of main results obtained from the SVM machine learning model when 

using and combining all the features and discrete models of the normalized data set and giving 

the evaluation criteria. Compared with the results of the four discrete models above, the 

prediction rate when combining features together gives an accuracy rate of 87.67%. From the 

above experiments, it is shown that SVM with very high accuracy classifier can meet the 

requirements of the gender prediction problem. 

  

LABELS 
SVM with all features 

Precision Recall F-Score Accuracy 

Male 79.4 % 59.3 % 67.9 % 

87.67 % Female 89.3 % 95.7 % 92.4 % 

Weighted 
Avg 

87.1 % 87.7 % 87 % 

Table 2 Results from model SVM 

Chart 1 - Model accuracy: 

 

Comparison with some other methods 

86.51 

83.48 83.63 

79.55 

87.67 

75

80

85

90

Accuracy

Bảng so sánh kết quả các mô hình sau 
khi sử dụng kỹ thuật học máy SVM 

Mô hình A Mô hình B Mô hình C Mô hình D Mô hình ALL
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To further evaluate the performance of the predictive model, the thesis has trained the dataset 

on other popular machine learning models, NaiveBayes and RandomTree, the specific results 

are given in Tables 3 and 4. 

 

LABELS 
NaiveBayes 

Precision Recall F-Score Accuracy 

Male 59 % 64.3 % 61.5 % 

82.32 % Female 89.7 % 87.4 % 88.5 % 

Weighted 
Avg 

82.9 % 82.3 % 82.6 % 

Table 3- Results from model Naïve Bayes 

NHÃN 
Random Tree 

Precision Recall F-Score Accuracy 

Nam 60.7 % 57 % 58.8 % 

82.42 % Nữ 88.1 % 89.6 % 88.8 % 

Weighted 
Avg 

82.1 % 82.4 % 82.2 % 

Table 4- Results from the Random Tree . model 

 

To make it easier to visualize, let's look at the following chart: 

 

Comments: Based on tables 2-3-4 summarizing results of sex classification on SVM, 

NaiveBayes, RandomTree models, we find that NaiveBayes gives the lowest results when 

classifying despite its ability to give accuracy. quite high with Accuracy = 82.32% but the 

reality is still not optimal. Random Tree is better, but the classification rate is only 0.1% more 
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than NaiveBayes. With SVM, the correct classification rate is the highest compared to the 

other two models Accuracy = 87.67%, in addition, the Precision, Recall, and F-Score 

parameters also give outstanding rates. This result allows us to believe in the ability of the 

SVM machine learning model to effectively handle the classification and gender identification 

problem with large-dimensional data. 

5. Discussion  

Introduction to SVM 

Support Vector Machines (SVM) is a classification method derived from statistical learning 

theory, based on the principle of structural risk minimization. SVM will try to find a way to 

classify the data so that the error that occurs on the test set is minimized (Test Error 

Minimisation). In the early days when SVM appeared, the computing power of computers 

was very limited, so the SVM method was not considered. However, from 1995 onwards, the 

algorithms used for SVM developed very quickly, along with the powerful computing power 

of the computer, had great applications. 

a.Ideas 

Given a training set, represented in vector space, where each document is a point, this method 

finds a decision hyperplane f that can best divide the points on this space into two distinct 

classes. class "+" and class "-" respectively. The quality of this hyperplane is determined by 

the distance (called the boundary) of the nearest data point of each layer to this plane. Then, 

the larger the boundary distance, the better the decision plane, and the more accurate the 

classification. Its idea is to map (linear or nonlinear) data into a space of feature vectors where 

an optimal hyperplane is found to separate data belonging to two different classes. 

The purpose of the SVM method is to find the maximum boundary distance: 

 

 

Figure 2 -  Description of the SVM . method 

The shaded line is the best hyperplane, and the points bounded by the rectangle are the points 

closest to the hyperplane, they are called support vectors. The dashed lines on which the 

support vectors lie are called margins. 

Theoretical basis 

SVM is essentially an optimization problem, the goal of this algorithm is to find a space F and 

the decision hyperplane f over F so that the classification error is minimal. 
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Given sample with  with , belong to 2 classes 

 ar corresponding class labels of the  (-1 denote class I, 1 denote class II).  

We have, the hyperplane equation contains the vector  in space:  

 
Put: 

    

 Hence ,  show class classification  int 2 groups as mentioned above.   

 We said  If  belong to class I and   If  belong to class II.   

6. Conclusion 

In general, the most frequently performed activity on the Internet by users is to gather 

information, such as reading news or using search sites. More than 90% of Internet users have 

used search sites, about half of them even use it every day. The Internet is also used for 

research for school or work by half of all people using the Internet once a week or more often. 

With new interactive websites and online applications, users not only have the opportunity to 

find information, but also contribute their own piece of content. 

Currently, the number of visits to e-commerce has grown significantly. Most popular sites are 

auction and sale sites, where 40% of users have visited. Online banking is still in its infancy. 

The use of online shopping and online banking websites has grown tremendously over the 

past few years. 

In this study, authors has outlined how to describe data and normalize data PAKDD'15 data is 

used in the thesis. Representation of product category and access time characteristics of 

internet users to generate training data for inclusion in specific classifier toolkits, LibSVM 

and Weka. Experimental results are shown in 4 subclassification models and 1 overall 

classification model combined with 4 evaluation criteria to show the appropriateness of SVM 

machine learning technique when applied to the problem. 

Testing and evaluation results are conducted after training the dataset according to 3 models. 

Particularly for the SVM model, there is a grid.py tool to help select the optimal parameters. 

The obtained results show that SVM gives better classification results than NaiveBayes and 

Random Tree with an accuracy of over 87%. 

 

Research limitation 

Due to time constraints, the comparison between other machine learning techniques models 

only gives the SVM model with all features and two training models, Naïve Bayes and 

Random Tree. 

And The study is based on available data, the data set has a gender imbalance when the 

number of females is more than the number of males. 
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The experimental results achieved are not really good compared to expectations. 

Data processing speed is still slow when the data set is large 
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