A Hybrid Image Enhancement Algorithm for Effective Concrete Surface Crack Classification
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Abstract: Huge number of images are acquired and analysed every day for a range of applications in civil infrastructure. One such application is the identification of cracks in concrete surface images, which is a challenge owing to their low contrast and resolution, blurriness, noise and information loss. Existing image enhancement algorithms improve either contrast or resolution to a rather limited extent. This paper proposes a Hybrid Image Enhancement (HIE) algorithm to improve both the contrast and resolution of concrete surface images using the Wavelet transform and Singular Value Decomposition (SVD). The enhanced concrete surface crack images are classified into specific crack types. The classification comprises preprocessing, crack detection, feature extraction and crack classification. The images are initially preprocessed using the Wiener filter to remove blurriness, following which cracks are detected using morphological operations and discontinuities in the segmented crack regions eliminated using the K-Dimensional Tree algorithm. Features are extracted from the segmented regions using statistical and geometric features. The image is classified thereafter into specific crack types using algorithms from three different neural network, kernel and tree based categories. The proposed HIE algorithm is validated using quantitative metrics and the results obtained are compared with those from State-of-the-Art methods and datasets. The results have shown that the HIE algorithm offers significantly improved accuracy of between 6% and 10% in the classification of concrete surface images.
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1. Introduction

A crack is a complete or incomplete separation of a region into two or more parts, created through aging, breaking or fracturing. Cracks are broadly classified into two categories, regular and irregular. Regular cracks include the longitudinal [1], transverse [2], thin [3], sealed [4], tiny [5] and large [5], while miscellaneous [1], complex [6] and mixed [7] constitute irregular cracks. Cracks arise across different concrete, sheet metal,
alloy steel and asphalt surfaces. Of these, cracks on concrete surfaces commonly occur in buildings, bridges, roads and pavements, given the wear and tear associated with daily life. In addition, concrete surfaces are used in civil infrastructure construction like foundations, staircases and slabs because of their durability, fire resistance and cost effectiveness.

A crack in a concrete surface is indicative of degradation in the structure over a period of time, culminating in severe environmental damage and calling for periodic maintenance. Real time issues arising from the presence of cracks have included, in recent times, increased road accidents\(^1\), building collapses\(^2\) and the closure of bridges\(^3\) spanning across rivers. The occurrence of such events in real time suggests a need for the regular maintenance of concrete surfaces and rectification of cracks at the earliest. In general, cracks are manually checked by civil infrastructure inspectors. There are, however, issues with such checks, including the relatively small number of human experts in the field, inadequate domain knowledge, the time and expense entailed in inspection as well as the risk to life involved in the careful examination of damaged structures. To address these issues, an automatic crack detection and classification method evolved over a period, even though many real time issues or challenges are not resolved.

This paper addresses a key issue related to the automatic crack detection and classification of low contrast and high resolution images of cracked concrete. A Hybrid Image Enhancement (HIE) algorithm is proposed to overcome existing drawbacks and improve the accuracy and reliability of the image classification system for concrete cracks. In addition, the proposed algorithm is suitable for concrete images with multiple cracks, acquired through the use of Unmanned Aerial Vehicles (UAV), robots and low quality sensor cameras.

The rest of this paper is organized as follows: Section 2 discusses the background to preprocessing, image processing and machine learning in the crack detection domain. The proposed system is explained with algorithms in the next section. Section 3 explains the proposed system with algorithms. Section 4 describes the dataset and analyzes the experimental results using quantitative metrics for the three datasets used. Section 5 concludes the paper with future work.

2. Related Work

Research on crack detection and classification methods began to emerge from 2002 onwards. Methods that analyze images of concrete cracks in different surfaces incorporate preprocessing, enhancement, segmentation and classification of crack types. Popular and widely used preprocessing techniques for cracked concrete images are the Savitzky-Golay [8] and Wiener filters [2]. The Savitzky-Golay filter increases the signal-to-noise ratio without distorting the image, while the Wiener filter method has fewer computations and better noise resistance. A review of image enhancement algorithms used in the literature on cracked concrete images in different surfaces show a preference for the Canny edge [2], Laplace operator and histogram equalization [9], threshold approach [10], Wavelet transform [2], [11], and Singular Value Decomposition (SVD) [12]. [2] applied the Canny edge detection algorithm to extract structural information from images and dramatically reduce the quantum of data to be processed. [9] suggested that the Laplace operator and

\(^1\) https://www.gilmanbedigian.com/accidents-caused-by-poor-road-quality-and-conditions-in-dc/


\(^3\) https://metro.co.uk/2020/08/13/major-london-bridge-closed-immediate-effect-heatwave-causes-cracks-13125914/
histogram equalization methods reduce noise and enhance image contrast. [10] applied the thresholding approach for enhanced contrast in concrete surface images prior to detecting regions with cracks. [11] applied the statistical characteristics of the wavelet coefficient in different frequency bands to maximize the resolution of road surface images. [12] applied the SVD on low contrast asphalt surface images to enhance them prior to detecting regions with prominent cracks. [13] proposed a hybrid method (a combination of the min-max gray level discrimination, Otsu method and shape analysis algorithm) to identify crack defects with better accuracy by boosting the contrast of building surface images. It is inferred from these studies that there is no single algorithm which improves contrast and resolution simultaneously for concrete surface images. Therefore, a HIE algorithm using a combination of the Discrete Wavelet Transform (DWT) and SVD is proposed to refine the contrast and resolution of concrete surface images before classifying crack types. [14] suggested the same combination in their review of concrete surface image classification approaches. Further, it is observed that the combined DWT and SVD approach works just as well on medical images by enhancing the brightness of CT scan images [15].

Crack regions are identified, following which the region of interest is segmented using crack detection techniques such as least square binarization [16], Otsu method, integrated algorithm [17] and gradient method [18]. The crack region is identified and the region of interest segmented using maximum entropy [16], Histogram of Oriented Gradients (HOG) [19], morphological operations [2, 17, 20 - 21]. Maximum entropy and least square binarization are combined to sustain the uniform grey values within each block using block wise binarization. The HOG method reduces the influence of illumination information and identifies cracked regions by capturing silhouettes and contour information. The Otsu method performs automatic image thresholding to distinguish the foreground from the background, based on the single intensity value. A morphological operation processes the image based on shapes, using dilation, erosion and reconstruction approaches. This particular method is chosen in this research, since the boundary regions are correctly identified and the pattern of the crack is retrieved.

From the segmented crack region, significant features are extracted for crack classification. The different features extracted include the mean, standard deviation, area, eccentricity, length, width, correlation, rectangularity length, aspect ratio length, intensity and histogram [1-2, 17, 21]. However, [22] proved that while a large number of significant features offers higher accuracy, the computational time is likely to increase, based on the application.

The extracted features are used to classify cracks into specific longitudinal, transverse, crocodile and non-crack types, using supervised algorithms like the Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), AdaBoost, random forest, and decision tree [2, 10, 21, 24 - 25]. Of these, the SVM is ideally suited to small sample sets because of its strong generalization ability which requires that the number of dimensions be greater than the number of samples for effectiveness [2]. [21] suggested that the MLP obtains rapid prediction for large datasets owing to its feed forward design, even though it takes longer time for training. [5] found that the AdaBoost is flexible enough to be combined with other machine learning algorithms to enhance performance, though the dataset has noisy data and outliers. A study by [24] found that the random forest is robust to noise and most suitable for large datasets with a minimum possibility of overfitting. [23] suggested that the decision tree is suited to both classification and regression problems because it accepts incomplete data and supports numerical and categorical features. [25] suggested that the decision tree heuristic algorithm, which combines the C4.5 and J48, is preferable for multi-crack classification. The dataset used in this paper is considered for validating the proposed HIE algorithm using machine learning techniques.

Development in technology and computations using a Graphics Processing Unit (GPU) have facilitated the introduction of Deep Neural Network (DNN) frameworks for image classification. The DNN techniques applied in crack image classification include Convolutional Neural Networks (CNN) and transfer learning approaches using pre-trained models. [26] compared the CNN with the SVM and boosting method for binary crack classification, resulting in 89%, 73% and 74% accuracy, respectively. Also, the dataset used
in [26] is considered for validating the proposed HIE algorithm using machine learning techniques. Further, [27] suggested that the enhanced crack images improved their performance by 1% to 12% with the CNN and pre-trained VGG16, VGG19 and Inception ResNet models. Images without enhancement, on the contrary, showed little improvement, thus justifying the importance of enhancement algorithms for crack images. From the study of existing work on crack detection and classification, appropriate methods are chosen and modified for the preprocessing, enhancement, segmentation and classification of the crack region. Also, a hybrid approach is proposed to overcome issues with low resolution and contrast through enhancement.

3. System Design

The design of the proposed system, using the HIE algorithm for the effective crack classification of low resolution and low contrast images, is shown in Figure 1. The model comprises two stages: (i) Crack detection and connection, and (ii) Feature extraction and crack classification.

![Figure 1. Proposed system for crack detection and classification](image-url)
3.1. Crack Detection and Connection

3.1.1 Preprocessing - Wiener filter: The Wiener filter is used in preprocessing to eliminate blurriness in the image. It also reduces the mean square error by maintaining the tradeoff between noise smoothening and inverse filtering. In addition, information on tiny cracks is preserved for accurate classification and the process described in Algorithm 1.

Algorithm: Wiener filter

Input: 2D concrete surface image with noise ($I_{in}$)  
Output: Noise removed image ($B_{out}$)  

procedure Wiener Filter ($I_{in}$)  

- Procedure to remove the blurriness in the concrete crack image  
- $Z$, the number of samples

for $k \rightarrow 1$ to $Z$ do  

- Read the image matrix $I_k$

for $i \rightarrow 1$ to $M$ do  

for $j \rightarrow 1$ to $N$ do  

- Compute mean for the input image $I_k(i, j)$ as follows
  \[ \mu = \frac{1}{M \times N} \sum_{(i, j) \in S} I_k(i, j) \]  \[ \text{where } S \text{ denotes the } M \times N \text{ neighbourhood of each pixel } (i, j) \]

- Compute variance for the input image $I_k(i, j)$ from the mean value
  \[ \sigma^2 = \frac{1}{M \times N} \sum_{(i, j) \in S} (I_k(i, j) - \mu^2) \]

- Generate blurriness removed image from computed mean and variance
  \[ B_{out} = \mu + \frac{\sigma^2 - \nu^2}{\sigma^2} (I_k(i, j) - \mu) \]  \[ \text{where } \nu^2 \text{(noise variance)}^3 \text{ is the average of all the estimated local variance} \]

end for  
end for  
end for  

return $B_{out}$  
end procedure
3.1.2 Hybrid Image Enhancement (HIE) – Wavelet transform and SVD: The proposed HIE algorithm is a combination of the Wavelet transform and SVD methods. Wavelet transformation, which is applied to consolidate information on cracks in the lower approximation sub band, is further enhanced using the SVD. This is because SVD enhances the crack target by eliminating the noise inference and improving the resolution with contrast. The proposed HIE is described in Algorithm 2 and the workflow shown in Figure 2. The DWT, EHL, ELH, EHH, ELL and IDWT in Figure 2 stand for the Discrete Wavelet Transform, Estimated High Low, Estimated Low High, Estimated High High, Estimated Low Low, and Inverse Discrete Wavelet Transform, respectively. The HIE algorithm works in 3 stages: resolution enhancement (Function 1), contrast enhancement (Function 2) and reconstruction of the enhanced image in phases (Function 3).

Algorithm: Hybrid Image Enhancement

Input: Noise removed image with low resolution and poor contrast ($I_{in}$)
Output: Enhanced image ($E_{out}$)

procedure Hybrid Image Enhancement ($I_{in}$)

- Procedure to improve the contrast and resolution of concrete crack image
- $N$, the number of samples

for i $\rightarrow$ 1 to $N$
do

($E_{LH}, E_{HL}, E_{HH}$) $\rightarrow$ REP ($I_{in}$)

$LL_{SVD} \rightarrow$ CEP ($I_{in}$)

$E_{out} \rightarrow$ RCEIP ($LL_{SVD}, E_{LH}, E_{HL}, E_{HH}$)

end for

end procedure

Function: Resolution Enhancement Phase

Input: Noise removed image with low resolution and poor contrast ($I_{in}$)
Output: Enhanced high frequency sub-bands ($E_{LH}, E_{HL}, E_{HH}$)

function REP ($I_{in}$)

- Function to enhance high frequency components

Read the image matrix $I_{in}$

for all points in $I_{in}$ do

Compute four sub-bands from $I_{in}$ using DWT as follows

\[ LL(x, y) = \phi(x)\phi(y) \] (4)
\[ LH(x, y) = \psi(x)\phi(y) \] (5)
\[ HL(x, y) = \phi(x)\psi(y) \] (6)
\[ HH(x, y) = \psi(x)\psi(y) \] (7)
\[ \phi_{1,k}(x) = 2^{1/2}\phi(2^1x - k) \] (8)
\[ \psi_{1,k}(x) = 2^{1/2}\psi(2^1x - k) \] (9)

where $\phi(x), \phi(y), \psi(x)$ and $\psi(y)$ are functions of discrete variables.

Compute difference image from $I_{in}$ and LL sub-band

\[ d(x, y) = |I_{in}(x, y) - LL(x, y)| \] (10)

Perform additive convolution with high frequency component as follows

\[ E_{LH}(x, y) = d(x, y) \oplus LH(x, y) \] (11)
\[ E_{HL}(x, y) = d(x, y) \oplus HL(x, y) \] (12)
\[ E_{HH}(x, y) = d(x, y) \oplus HH(x, y) \] (13)

end for

return $E_{LH}, E_{HL}, E_{HH}$

end function
**Function: Contrast Enhancement Phase**

*Input:* Noise removed image with low resolution and poor contrast \(I_{in}\)  
*Output:* Enhanced high frequency sub-bands \((E_{LH}, E_{HL}, E_{HH})\)

function \(CEP\) \((I_{in})\)

- Function to enhance approximation coefficient sub-band

Read the image matrix \(I_{in}\) for all points in \(I_{in}\) do

Compute Generalized Histogram Equalization (GHE)\(^{36}\) for the input image ‘\(I_{in}\)’  
Compute \(LL, LL_1\) sub-bands from GHE and input images using DWT as follows

\[
LL(x, y) = \phi(x)\phi(y)  \tag{14}
\]

\[
LL_1(x, y) = \phi_1(x)\phi_1(y)  \tag{15}
\]

end for

for each point in \(LL\) and \(LL_1\) sub-bands do

Compute \(U, V\) and \(\Sigma\) components from \(LL\) sub-band using SVD as follows

\[
U = \sigma^{-1}(LL)\nu
\]

\[
V = \text{orthonormal(eigenvectors of } (LL)^T(LL)) \tag{16}
\]

\[
\Sigma = \sqrt{(LL)^TLL} = \begin{pmatrix}
\sigma^1 & & \\
& \ddots & \\
& & \sigma^n
\end{pmatrix} \tag{17}
\]

where \(\nu, \sigma, n\) are the eigen vector, eigen value and total number of eigen value of \(LL\) sub-band

Compute \(U_1, V_1\) and \(\Sigma_1\) from \(LL_1\) sub-band as given in Eqs.\((16)\) to \((18)\)

end for

Calculate correction factor ‘\(\xi\)’, enhanced singular matrix ‘\(\Sigma_1\)’ and \(LL\) sub-band of SVD ‘\(LL_{SVD}\)’ as given in Eqs.\((19)\) to \((21)\)

\[
\xi = \frac{\max(U) + \max(V)}{\max(U_1) + \max(V_1)} \tag{19}
\]

\[
\Sigma_1 = \xi\Sigma_1 \tag{20}
\]

\[
LL_{SVD} = UX\Sigma_1V^T \tag{21}
\]

return \(LL_{SVD}\)

end function

**Function: Reconstruction of Enhancement Image Phase**

*Input:* \(LL_{SVD}, (E_{LH}, E_{HL}, E_{HH})\) from \(CEP\) \((I_{in})\) and \(REP\) \((I_{in})\) respectively  
*Output:* Enhanced image \((E_{out})\)

function \(REIP\) \((LL_{SVD}, E_{LH}, E_{HL}, E_{HH})\)

- Function to reconstruct the enhanced image

Read \(LL_{SVD}, E_{LH}, E_{HL}\) and \(E_{HH}\)

for each points in each enhanced sub-bands do

Reconstruct the enhanced image from \(LL_{SVD}, E_{LH}, E_{HL}\) and \(E_{HH}\) using IDWT

\[
E_{out} = IDWT (LL_{SVD}(x, y) + E_{LH}(x, y) + E_{HL}(x, y) + E_{HH}(x, y)) \tag{22}
\]

end for

return \(E_{out}\)

end function
3.1.3 Crack segmentation and connection - Morphological operations and KD Tree:
Crack regions are segmented from the enhanced image using appropriate morphological operations. In this method, adjacent pixels are connected using a closing operation. Also, the discontinuities in the crack segments are reconnected to a limited extent by filling in the smaller segments using K-Dimensional Tree (KD Tree) explained in Algorithm 3.

3.2. Feature Extraction and Crack Classification

In this stage, features are extracted from the segmented region with cracks, which are classified into specific types, based on their image features. In all, two statistical and six geometric features are retrieved. The two statistical features namely \( L_{\text{row}} \) (number of crack target intersecting with horizontal lines) and \( L_{\text{col}} \) (number of crack targets intersecting with vertical lines). The six geometric features are area, rectangularity, aspect ratio, eccentricity ratio, height and width. Neural network (MLP), kernel (SVM) and tree based approaches (AdaBoost, random forest and decision tree) are used to classify crack images from the extracted features into binary (crack vs non-crack) or multiclass regular, irregular and non-crack types [2, 4, 28].
4. Experiments

The proposed algorithm for crack detection, and classification with validation, are implemented in Matlab R2018b and Python 3.3.2, respectively, for the three datasets used. In this section, the description of the datasets, experimental results, and a performance evaluation with appropriate comparisons are explained.

4.1. The Dataset

For ease of explanation, existing datasets are named dataset 1 [26], dataset 2 [23] and the dataset acquired is dataset 3, described in Table 1, identifying the type of crack as well as the number of training and test images. Dataset 3 is a collection of images from DIGITLab, incorporating web and crack images acquired using a mobile camera on different concrete surfaces. Dataset 1 contains 40000 (20000 crack and 20000 non-crack) images with mostly prominent crack regions, captured using a low cost sensor. Dataset 2
contains 1018 (788 crack and 230 non-crack) low resolution, low contrast and/or shadowy images collected from different surfaces. Dataset 3 has 431 concrete (328 crack and 103 non-crack) low resolution, low contrast images. The dataset includes regular (longitudinal, transverse, thin, line-like, medium and large) and irregular (miscellaneous, crocodile, reflexive and complex) cracks.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Crack Type</th>
<th>Training Set (No. of images)</th>
<th>Test Set (No. of images)</th>
<th>Total Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1 [26]</td>
<td>Crack</td>
<td>16000</td>
<td>4000</td>
<td>20000</td>
</tr>
<tr>
<td></td>
<td>Non-crack</td>
<td>16000</td>
<td>4000</td>
<td>20000</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>32000</td>
<td>8000</td>
<td>40000</td>
</tr>
<tr>
<td>Dataset 2 [23]</td>
<td>Crack</td>
<td>477</td>
<td>311</td>
<td>788</td>
</tr>
<tr>
<td></td>
<td>Non-crack</td>
<td>145</td>
<td>85</td>
<td>230</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>788</td>
<td>230</td>
<td>1018</td>
</tr>
<tr>
<td>Dataset 3 (Collected dataset)</td>
<td>Binary class</td>
<td>Crack</td>
<td>253</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-crack</td>
<td>83</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>336</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>Multi-class</td>
<td>Regular Crack</td>
<td>124</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular crack</td>
<td>129</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-crack</td>
<td>83</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1. Dataset Description

4.2. Experimental Results

The stage wise output obtained for the input image is illustrates in Figure 3, with WF, WE and WoE standing for the Wiener Filter, With Enhancement and Without Enhancement. It is evident that the input image without the HIE retains noise, unlike the crack region that is clearly segmented and classified with the HIE. Further, the information on the enhanced crack images is analyzed with the original image using the metrics of entropy and standard deviation. It is inferred from the results that the entropy and standard deviation increased by 7.6% and 24.92%, respectively, for the enhanced images depicted in Table 2. In addition, noise levels are reduced and the appropriate feature values extracted.

Figure 3. Result of Proposed System at Every Stage
Table 2. Performance of the HIE using Entropy and Standard Deviation

<table>
<thead>
<tr>
<th>Concrete Crack Image</th>
<th>Entropy</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original image</td>
<td>5.8145</td>
<td>16.6888</td>
</tr>
<tr>
<td>Enhanced image</td>
<td>6.7631</td>
<td>27.7702</td>
</tr>
</tbody>
</table>

The KD Tree algorithm is used to connect the discontinuities in the crack region, following image enhancement and a morphological operation, as shown in Figure 4. Each connected component in the crack region represents the crack line, and the K-Nearest Neighbor (KNN) is used to distinguish the endpoint of each crack line, shown in different colors. Finally, based on the minimum distance value, the crack regions are connected and depicted in red.

![Figure 4. Result of KD Tree](image)

4.3. Performance Analysis

From the segmented crack region, eight features (described in Section 3) are extracted and classified using the random forest, MLP, AdaBoost, SVM and decision tree algorithms. The classification results are analysed, performance-wise, for the three datasets (described in Table 1) using the metrics of accuracy, recall and precision. The results of the binary (crack vs. non-crack) and multiclass (regular, irregular and non-crack) classification are shown as graphs in Figure 5 and Figure 6, wherein each dataset with the HIE and Without Enhancement (WoE) is depicted in green and orange, respectively, and the State-of-the-Art (SoA) dataset in brown. The graphs shown are generated using Tableau Software. The scale used in the graph ranges from 0.0 to 1.0, with a step size of 0.1.
The inferences obtained from an analysis of the features and the five classification algorithms versus the datasets (1, 2 and 3) for the HIE and WoE are listed below:

(i) From the extracted features, L_row and L_col plays an efficient role in computing characteristic difference between similar cracks at pixel level.

(ii) Dataset 1 resulted in 12% and 7% higher accuracy than dataset 2 and dataset 3, respectively, for the HIE, given that the prominence of the crack regions in dataset 1 resulted in better classification accuracy. (iii) As far as dataset 3 is concerned, binary class classification outperformed multiclass classification. In both cases, however, enhanced images outperformed than without enhanced images, as shown in Figure 5 and Figure 6.

(iv) In terms of classifiers, the random forest and AdaBoost algorithms are best suited to the classification of crack types, irrespective of the datasets (Figure 5 and Figure 6).

(v) A Comparative analysis with existing work: The proposed algorithm performed better for dataset 1 using the random forest rather than the CNN model (SOA) [23], because more significant and relevant features could be extracted. The metrics of accuracy, precision and recall are used for comparison, resulted with the improved values of 7%, 9% and 4%, respectively. For multiclass classification, the SOA [25] model resulted in a success rate of 80%, whereas the proposed model with enhanced images achieved 6% more accuracy for dataset 3 because it incorporated the HIE approach, resulting in an improved performance overall.

Figure 5. Graphical representation of accuracy Vs. datasets and methods for binary classification
Table 3 depicts a performance analysis of Datasets Vs Methods for the quantitative metrics of accuracy, precision and recall. Table 3 makes it clear that the proposed HIE algorithm has improved the performance overall, irrespective of the dataset and classification model used. With respect to five types of classification models considered, the random forest has the highest accuracy for enhanced and the AdaBoost for without enhanced crack images, even though the overall performance is less.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>Method(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>WoE</td>
<td>0.86</td>
<td>0.86</td>
<td>AdaBoost and Random forest</td>
</tr>
<tr>
<td></td>
<td>HIE</td>
<td>0.96</td>
<td>0.96</td>
<td>Random forest</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset 2</td>
<td>WoE</td>
<td>0.79</td>
<td>0.81</td>
<td>AdaBoost</td>
</tr>
<tr>
<td></td>
<td>HIE</td>
<td>0.84</td>
<td>0.85</td>
<td>Random forest</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset 3</td>
<td>WoE</td>
<td>0.79</td>
<td>0.78</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td></td>
<td>HIE</td>
<td>0.89</td>
<td>0.92</td>
<td>AdaBoost</td>
</tr>
<tr>
<td></td>
<td>SOA</td>
<td>0.89</td>
<td>0.87</td>
<td>Convolutional Neural Network</td>
</tr>
</tbody>
</table>

5. Conclusion and Future Work

This research has proposed an automatic crack detection and classification scheme to deal with cracks on concrete surface images, and the results obtained were compared with State-of-the-Art methods and datasets. The objective of the research was three-fold:
to classify low resolution or low contrast images into specific types, eliminate discontinuities in the crack region during segmentation, and apply a suitable classification algorithm for crack classification. The stages of the proposed system included preprocessing, image enhancement, segmentation of the crack region and classification of cracks into appropriate types. Preprocessing using the Wiener filter eliminated blurriness in the crack images. Low contrast and low resolution images were improved using the proposed HIE technique. Further, the crack regions were segmented by filling holes using morphological operations and the discontinuities connected using the KD Tree algorithm. Features extracted from the segmented crack region were classified into specific crack types using the random forest, MLP, AdaBoost, SVM and decision tree algorithms. The importance of the proposed HIE was analysed from the crack classification results for different datasets using the quantitative metrics of accuracy, precision and recall. Our findings revealed that the classification results for low contrast, low resolution and the blurred images shown a significant improvement with the HIE than without HIE. In addition, the results were computed and analysed for different datasets for binary and multiclass classification. The results of dataset 2 are more or less identical to those of the proposed dataset 3, because the images are low resolution, low contrast and/or shadowy in nature. Dataset 1 and 3 resulted in better classification accuracy for enhanced images in terms of both binary and multiclass classification, thus demonstrating the efficacy of the proposed HIE technique in civil infrastructure assessment.

The proposed work can be further improved for use in real time applications by maintaining a distance between the mobile camera and the location of the crack, capturing sustained high resolution images at specific time intervals through the use of UAVs or robots, and developing a single system that works to detect and classify all surface crack types.
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