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Abstract:  Big data is one of the impacts of information revolution due to technological 

advancements such as communication, mobile and cloud services. The uncontrolled accumulation 

of structured and unstructured enormous volumes of data creates challenges in storing and 

manipulating data and obtaining valuable insights from these data. Big Data Analytics is 

progressively becoming popular and the organizations are in forefront to devise and adopt 

diversified approaches including machine learning for Big Data Analytics. Business organizations 

are using data learning as a scientific method for dealing with big data. The use of appropriate 

data analytics tools is crucial for the organizations to withstand in their business, to face the 

challenges in the market and gain out of competitive advantage. By considering the overwhelming 

demand on the data analytics tools, this review paper presents the comprehensive view on various 

Big Data Analytics methods in place and the state-of-the-art approaches towards Big Data 

Analytics. This paper also presents upcoming challenges towards big data and suggests certain 

mechanisms to thwart those challenges. 
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1. INTRODUCTION 

A sharp increase in the rate of exploding data is unprecedented at par with the 

advancements in social interfaces, mobile and sensing technologies. It is estimated that 

twitter possesses around 100M tweets per day and generating more than 10TB per day 

[1]. According to ABI Research, it is projected that there will be 30 billion connected 

devices by 2020 [2]. Big Data have power to hold enormous business potential  in various 

areas such as finance and insurance, retail,  logistics,  health care and bioinformatics, 

travel, advertising,  energy services and so on  [3], [4]. On the other hand, firms rely on 

conventional approaches are facing difficulties to process these big data and owing to 

their size, velocity or variety. Data Analytics has various approaches and methods to 

extract insights from Big Data [5] and considered to be the centre of data rebellion. Data 

analytics tools at large in place today such    business intelligence, text analytics, 

visualization and image analytics and statistical analysis.  

The centre of focus of this paper is data learning as it is in forefront for handling Big 

Data. It is evident that machine learning (ML) is one of the major driving factors of the 

Big Data Analytics (BDA) today [6] as it has the ability to learn from data without 

explicit programming and do predictions [7]. The two classes of learning based on the 

nature of the data namely supervised and unsupervised. Classification and regression 

under the class of supervised learning. In classification, the algorithm takes discrete 

values as class labels whereas in regression, the outputs are continuous. Wide range of 

classification type algorithms are in place like k-nearest neighbour (kNN), logistic 
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regression, Decision Tree (DT) and Support Vector Machine (SVM) whilst regression 

type comprise linear regression, polynomial regression and Support Vector Regression.  

Few neural networks algorithms are also been used for the problems of classification and 

regression.  Clustering algorithms such as k-means are unsupervised which creates 

clusters of entities anchored in similarity index. Predictive analytics is a concept relying 

on machine learning which creates functional models built using historical data in an 

effort to predict future scenarios [8]. In ML, algorithms are used to train the models with 

considerably more data and give better results [9]. However, extensive use of these huge 

datasets creates number of problems as the conventional algorithms not capable of 

handling data at large. Many ML algorithms are designed to function with an assumption 

that the entire dataset is made available for processing at the time of training the model. 

The increasingly evolving big data break these assumptions and the conventional ML 

algorithms are made unusable and their performance become uncertain. Various 

techniques were developed to adapt machine learning algorithms to work with large 

datasets such as MapReduce [10] and distributed processing frameworks such as Hadoop 

[11]. Sub domains of machine learning including deep and online learning are also 

adapted in an effort to overcome the challenges of data learning with Big Data.  

This paper summarizes data learning challenges with Big Data and the focus is on 

linking the identified challenges with the Big Data V dimensions: volume, velocity, 

variety, and veracity. Secondly, latest machine learning approaches are analysed with the 

emphasis on how they address the identified challenges and provides a perspective on the 

domain and identifies pit falls and future prospects in the area of machine learning with 

Big Data.  

2. RELATED WORK 

This review overlooks the challenges relevant to machine learning in the context of 

Big Data, and the V dimensions, and then provides an overview of how emerging 

approaches are responding to them. On looking at the existing research insights, few 

researchers have described general machine learning challenges with Big Data [4], [12], 

[13], [14] whereas some others have discussed them in the context of specific 

methodologies [12], [15]. Najafabadi et al. [12] noted the following issues for machine 

learning with Big Data: unstructured data formats, fast moving (streaming) data, multi-

source data input, noisy and poor-quality data, high dimensionality, scalability of 

algorithms, imbalanced distribution of input data, unlabelled data, and limited labeled 

data. Also, Sukumar [13] acknowledged three requirements: designing flexible and highly 

scalable architectures, understanding statistical data characteristics before applying 

algorithms; and developing ability to work with larger datasets. Qiu et al. [14] given a 

survey of machine learning for Big Data Analytics and focused on the field of signal 

processing. Both studies identified five critical issues  such as large scale, different data 

types, high speed of data, uncertain and incomplete data, and data with low value density; 

and related them to Big Data dimensions. Likewise, John Martin et al.[16] also brought 

another work  and presented challenges in feature analysis of signal processing.  Al-Jarrah 

et al. [4] approached machine learning for Big Data focussing on the efficiency of large-

scale systems and new algorithmic approaches with reduced memory footprint. Even 

though they mentioned various Big Data challenges, they fail to present a systematic view 

of this work. Many reviews interested in the analytical aspect, and nothing is found in 

their researches for reducing computational complexity were not considered. Our work, 

on the other hand, presents both the analytical and computational aspects in distributed 

environments. Existing literatures effectively discussed the challenges faced by specific 

techniques such as machine learning and deep learning [12], [15]. However, those reviews 

focussed a very narrow approach of machine learning and  a more comprehensive view of 
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the challenges in the Big Data context is needed.  Various big data Analytics platforms 

are presented in [17] and [18].  Also, another review [21] revealed the use of  open source 

platforms including Apache Mahout, massive online analysis (MOA), the R Project, 

Vowpal, Pegasos, and GraphLab. All these studies examined and compared existing 

platforms, but the present study relates these platforms to the issues they address.  The 

limitations of data mining with Big Data have been exposed in the articles [19] and [20]. 

Fan and Bifet [19] concentrates on challenges and  not classify those challenges nor 

provide possible solutions. According to Wu et al. [20], the challenges are categorized 

into three tiers namely tier I -big data mining platforms, tier II -Semantics and application 

knowledge, and Tier III -Big Data mining algorithms.  

In order to understand the causes of machine learning issues, this study categorizes 

them using the Big Data definition. Furthermore, different machine learning approaches 

and models are studied, and how each one of them is able to address these challenges. 

This will be a valuable source of knowledge enables researchers to make better informed 

decision regarding which machine learning paradigm or solution to adopt for the Big Data 

scenario. In addition, it makes possible to identify and reduce the research gaps and 

facilitate for further research prospects. 

3. BIG DATA DIMENSIONS 

Big Data are generally described by its dimensions: volume, velocity, variety, and 

veracity.   This part of this paper briefs machine learning challenges and relate each 

challenge with a specific dimension of Big Data as illustrated in fig.1. This will open 

discussion among the researchers on big data challenges by bringing under these four key 

dimensions.  

 

Figure 1. Characteristics of Big Data and challenges 

Volume: Volume is the most significant characteristic of Big Data and is characterized by 

amount, size, and scale of the data. In machine learning, the size will be defined either 

vertically by the number of samples in a dataset or horizontally by the number of features 

or attributes. Also, volume is relative to the type of data: a smaller number of very 

complex data points may be considered equivalent to a larger quantity of simple data [21]. 

This is the simplest dimension of Big Data to represent; however, data volume is the 

major cause of several challenges.   

Variety: It shows the semantic representation [5] of Big Data. Variety describes not only 

the structural variation of a dataset, but also the variety in what it represents. The 

challenges related to this dimension have significant impact on Big Data. 

Velocity: This dimension refers the speed at which data are generated and the rate at 

which they must be analyzed. The various properties associated with velocity include data 
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availability, real-time processing, concept drift and independent and identically 

distributed random variables. 

Veracity: The veracity of Big Data is characterized by incompleteness, uncertainty, and 

the reliability of the datasets, and also the unreliability of data sources [21]. These 

characteristics also cause a number of challenges in handling Big Data.  

4. HANDLING OF BIG DATA 

In response to the challenges, various approaches have been proposed by the 

researchers. While proposing entirely new algorithms would appear to be a possible 

solution [22], researchers have mostly preferred other methods. Many solutions are put 

forth and review studies have been published on specific categories of solutions; 

examples include surveys on Big Data analytics platforms [17], [18] and review study of 

data mining with Big Data [20].   

Table 1. Learning Paradigms and Challenges 
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Deep  
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    H H    H P     P P 

Online  
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H H P      H  P H H P   P 

Local  

Learning 
H H H     H H         

Transfer 

Learning 
  H       H P     P P 

Lifelong 

learning 
H  H       H P H H P  P P 

Ensemble 

Learning 
H H            H    

The wide image of the approaches towards the challenges is presented in Table 1; 

which contains approaches and challenges that how best they address. “H” indicates high 

degree of solution while „P‟ represents partial remedy. As shown in the table, there are 

two main classes of solutions: the first one relies on data, processing, and algorithm 

manipulations to handle Big Data and the latter one show the creation and adaptation of 

different machine learning paradigms and the modification of existing paradigms. 

Besides, several machine learning solutions are in place as service offerings which 

include: Microsoft Azure Machine Learning, now part of Cortana Intelligence Suite [23]; 

Google Cloud Machine Learning Platform [24]; Amazon Machine Learning [25]; and 

IBM Watson Analytics [26]. These ML tools and services are backed up by powerful 

cloud offerings. But currently, they support a less number of algorithms compared to R 
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[27] and MATLAB [28]. Also, computation happens on cloud resources, which requires 

data transfer to remote nodes and this lead to high network traffic and shall become 

infeasible due to time or bandwidth requirements. As these ML services are proprietary, 

information about their underlying technologies is very restricted; therefore. The 

upcoming sections propose techniques and methodologies being developed and used to 

handle the challenges associated with data learning with Big Data.  

Data 
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Data 
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Algorithm 
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Figure 2: Data analysis process flow 

Big Data analytics using machine intelligence relies on an established process which is 

referred to as the data analytics pipeline. Data manipulations respond to the Big Data 

challenges in machine learning. Fig.2 shows a representation of the data analysis pipeline. 

The three manipulations, along with their corresponding sub-categories are depicted in 

Fig. 3. 
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Figure 3. Big Data Manipulations in ML 

5.  LEARNING PARADIGMS: 

Number of learning paradigms emerged under machine learning domain; yet, few are 

irrelevant to certain areas of research like signal processing [29]. The following sub-

sections briefs the machine learning paradigms relevant in the Big Data context, together 

with the way they address the identified big data challenges. 
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Deep Learning: Deep learning is branch of a broader family of machine learning 

methods based on artificial neural networks with representation learning.  Representation 

learning is generally called as feature learning [30]. Deep learning algorithm gets its name 

from the fact that it uses data representations rather than explicit data features to get 

insights. The learning process transforms data into abstract representations that facilitate 

the features to be learnt.  These representations are subsequently used to accomplish the 

machine learning tasks. As the features learned directly from the data, there is no need for 

feature engineering. The ability to avoid feature engineering is regarded as a great 

advantage in the context of Big Data due to the challenges associated with this process. 

Online Learning: Online Learning paradigm is a state-of-art approach to deal with online 

live Big Data as it responds in a predictable manner to large-scale processing by nature.  It 

is machine learning paradigm that has been explored to bridge efficiency gaps created by 

Big Data. It can be seen as an alternative to batch learning or conventional machine 

learning. As its name suggests, batch learning processes data in batches and requires the 

entire dataset to be available when the model is created [31]. The limitation of batch 

learning is once the model is generated no longer be modified. It makes difficult to deal 

with the dimensions of Big Data for the following said reasons. i) Having to process a 

very large amount of data at one time is not computationally efficient or always feasible. 

ii) It is necessary to have the entire dataset available at the beginning of the processing 

limits the use of data from various sources. iii) Need to have access to the entire dataset at 

the time of processing does not enable real-time analysis. iv) Since the model cannot be 

altered, it is highly prone to performance impediments caused by poor data veracity. On 

the other hand, online learning employ data streams for training, and ML models can 

learn one instance at a time [15]. This can lessen the computational load and enhance 

performance as the data need not be entirely held in memory. As a result of this online 

learning, it enables processing of huge volumes of data, solves the curse of modularity, 

smoothes the process of real-time processing, and provides the ability to learn from data. 

Furthermore, as it does not require all data to be present at once or located at the same 

place, this paradigm remedies data availability and locality. 

Local Learning: Local learning is a ML technique that offers an alternative to typical 

global learning and is first proposed by Bottou and Vapnik in 1992 [32]. Typically, 

Machine Learning algorithms make use of global learning through strategies such as 

generative learning [33]. The idea of ML is that based on the data‟s underlying 

distribution, a data learning model can be used to re-generate the input data. It basically 

attempts to summarize the entire dataset, but local learning is concerned only with subsets 

of interest. Thus, local learning can be viewed as a semi-parametric approximation of a 

global model. The stronger but less restrictive assumptions of this hybrid parametric 

model notably yield low variance and bias [4]. The abstract view of the local learning 

process is given in Fig 4. The concept of local learning is to separate the input space into 

clusters and then build a separate model for each cluster. By this way the overall cost and 

complexity can be reduced. In fact, it is more competent to solve k problems of size m/k 

than for a single problem of size m. As a result, this method can enable processing of 

datasets that are considered very large for global paradigms. 
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Figure 4. Local Learning 

Transfer Learning: It is an approach for enhancing learning for a particular application 

domain, termed as the target domain. It trains the model with other datasets from multiple 

domains, referred to as source domains, with similar attributes or features of the data. 

Transfer learning is preferred when the data size within the target domain is insufficient 

or the learning task is different [34]. The Fig. 5 illustrates an abstract view of transfer 

learning. 

LEARNING 

SYSTEM 

TARGET 

TASK

LEARNING 

SYSTEM

TRANSFER

Knowledge

Source Tasks

 

Figure 5. Transfer Learning 

Lifelong Learning: Lifelong learning imitates the human learning; learning is continuous 

process in human; the acquired knowledge is retained to solve different problems. It is 

aimed at maximize overall learning, in such a way to solve a new problem by training 

either on one single domain or on varied domains collectively [35]. The outcome of the 

learning from the training process are collected and combined together to make a model 

called knowledge model. On training heterogeneous domains, transfer learning might be 

used in the combining step to create such a topical model. The knowledge rely on this 

topical model is used to perform a new task or solve new problems regardless of the 

source of knowledge. 
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Ensemble Learning: Ensemble learning is achieved by joining multiple learning 

machines to get enhanced learning outcomes than those obtained from any constituent 

learner [36]. Fig. 6 depicts a classical view of the ensemble learning process. In general, 

the overall outcome is obtained by a voting process among the weighted outcomes of 

individual learners [36]. The individual learners can be similar or from completely 

different categories, including those belonging to supervised and unsupervised paradigms. 

The process of weighting mechanism assigns a value to each learning output point and 

combines them to show up the aggregate outcome. The voting process could be simply 

aggregating the values of the learning points or by means of the statistical techniques to 

get a combined value of the learning outputs that may lead to better learning performance 

[37]. For instance, Waske et al. [38] have adopted SVM for individual learners and also 

used an SVM in the voting process in their work. 

INPUT DATA

Combined Learning Output (Voting)

ML1 ML2 MLk

OUTPUT 1 OUTPUT 2 OUTPUT k

Learning 

Algorithms

 

Figure 6. Ensemble Learning 

6. CONCLUSION 

This review has brought various research findings on big data and the challenges faced 

by the researchers in dealing with these data for various application domains.  It has 

presented major challenges in machine learning with Big Data, reviewed state-of-art 

machine learning approaches, and presented how each approach is capable of addressing 

the identified challenges. This paper has given an well systematic review of the 

challenges associated with machine learning in the context of Big Data and categorized 

them according to the V dimensions of Big Data. Besides, this review has reported an 

overview of ML paradigms and discussed how these techniques beat the various 

challenges identified. In addition, the explicit relation between ML approaches and Big 

Data challenges are well established in this paper and fulfils the prime objective of this 

work. This is to provide deeper understanding of machine learning with Big Data for the 

future researchers. This work also provide better foundation for making easier and better 

informed choices with regard to machine learning with Big Data so as to achieve the 

second objective. It has been achieved by developing a comprehensive matrix that lays 

out the relationships between the various challenges and machine learning approaches, 

thus guiding for the best choices given a set of conditions. This paper also opens research 

opportunities for the researchers like adaptation of new machine learning paradigms for 

the unsolved problems, combination of existing solutions to achieve further performance 

improvements. Thereby, the comprehensive review study accomplishes all its musters and 
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provides the research community with potential guidance for their future work to achieve 

great improvements in the fields of big data and machine learning.  
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