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Abstract: Collaborative filtering algorithms (CF) and mass diffusion (MD) algorithms have been successfully applied to recommender systems for years and can solve the problem of information overload. However, both algorithms suffer from data sparsity, and both tend to recommend popular products, which have poor diversity and are not suitable for real life. In this paper, we propose a user internal similarity-based recommendation algorithm (UISRC). UISRC first calculates the item-item similarity matrix and calculates the average similarity between items purchased by each user as the user’s internal similarity. The internal similarity of users is combined to modify the recommendation score to make score predictions and suggestions. Simulation experiments on RYM and Last.FM datasets, the results show that UISRC can obtain better recommendation accuracy and a variety of recommendations than traditional CF and MD algorithms.
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1 Introduction

This is an era of information overload. Increasing information makes it very difficult to collect useful information [1]. Therefore, recommendation systems were created. Unlike search engines that use keywords to search for necessary information, recommendation systems find a user’s potential behavior preferences based on the user’s personal historical behavior footprint and provide each user with a personalized recommendation list [2]. Faced with different recommendation scenarios, researchers have developed a variety of recommendation algorithms, such as collaborative filtering recommendation (CF) [3–7] and content-based recommendation [8]. Their main idea is that similar users may purchase the same product or products purchased by the same user may be similar. The CF algorithm gives recommendations by calculating the similarity between user preferences. This recommendation method can be very effective because individuals who purchase many common items are more likely to share the same preferences in the future. These methods have been proven to provide accurate recommendation results. Some algorithms based on physical principles have also been used to design recommendation algorithms, such as mass diffusion (MD) [9–17] and heat conduction (HC) [18–20]. By combining MD and HC, a new fusion algorithm can be obtained. This fusion algorithm is superior to the original algorithm in both recommendation precision and recommendation diversity.

In general, both the CF algorithm and the MD algorithm tend to recommend popular products because these products have more edges, and it is easier to obtain a higher recommendation score. These algorithms have poor novelty and diversity [10,12,14,21]. Researchers in the field of recommendation systems are now mainly concerned with the precision of the recommendation, but in a real environment, the precision of the recommendation alone cannot explain the performance of the recommendation system. However, it is simple to simply improve the diversity of recommendations, but it often sacrifices the precision of recommendations to a large extent. This article introduces a novel method that can improve the novelty and diversity of the original recommendation algorithm and recommendation precision.

2 Related Work

Collaborative filtering (CF) is one of the most widely used and successful technologies in recommender systems [7–8]. Neighborhood-based collaborative filtering algorithms are widely used in...
recommendation scenarios based on user-item interactions. Neighborhood-based methods use user-item interaction to calculate the similarity between users or items and then use the neighborhood of active users (in user-based recommendations) or item neighborhood (in item-based recommendations) to generate recommendations, deal with new user problems by including content-based recommendations or combine different methods to reduce the negative impact of data sparsity.

As an application of physics theory to the recommendation system, the mass diffusion algorithm is essentially a resource redistribution process between objects by adjacent users, which achieves high precision but low diversity [4,9,17]. Similar to the MD algorithm, there is also the HC algorithm [18–20]. The HC algorithm is similar to the heat conduction process in the user-item bipartite graph, and the HC algorithm has higher diversity but lower precision.

It has been found that precision and diversity seem to be two opposing aspects: when one side rises, the other side falls. A good recommendation algorithm should have both high precision and high diversity, so researchers are studying how to improve the diversity of recommended products without losing the recommendation precision. Why do we need to study the diversity of recommendations, rather than pure precision? People recognize that a good recommendation system should provide diversified items instead of items that are too similar. When items are too similar, users may not repeat purchases of similar products, while increasing diversity will allow users to choose from a wider range. Currently, researchers are attempting to solve the conflict between recommendation precision and recommendation diversity and find the ideal balance between the two indicators. Smyth and McClave proposed a bounded greedy selection algorithm and proved that it can improve the diversity of recommendations without reducing the precision [22]. Hurley et al. regarded the trade-off between similarity and diversity as a binary optimization problem and defined a controller to explicitly adjust the two metrics to obtain the optimal trade-off [23].

In recent years, recommendation algorithms based on complex networks [24], especially bipartite graphs, have attracted increasing attention from scholars. This type of algorithm draws on the ideas of mass diffusion and heat conduction to abstract the input data of the recommendation system into complex network models. The complexity is lower than that of the classic collaborative filtering algorithm, and it has better scalability. The recommendation algorithm based on the bipartite graph network structure was first proposed by Zhou et al. based on the principle of mass diffusion [21,25,26]. It is assumed that each user initially has certain recommended resources, considers the related items through a resource allocation mechanism, and finally reallocates the resources. According to the reallocated item resource score, the topN items with the highest resource scores that users have not selected are recommended to the user. The essence of the MD algorithm is to use a new user similarity calculation method to achieve the recommended effect. This kind of algorithm is based on the similarity between users, similar to collaborative filtering. Their disadvantage is that they tend to recommend highly popular items to users, and the diversity of algorithms is very low. Starting from the influence of the initial resource allocation algorithm, Liu found that when items with different degrees are given different initial resources, not only can the diversity of recommendations be improved, but recommendation precision can also be retained to a certain extent [27].

Adomavicius et al. established a recommendation system model of the maximum bipartite graph matching problem, which improved the coverage of recommendation results but did not effectively solve the recommendation of long-tail items [28–29]. Li et al. proposed a bipartite graph random walk recommendation algorithm, also known as the bipartite graph projection and ranking (BGPR) algorithm, which improves on the bipartite graph-based recommendation algorithm. Although it increases the diversity to a certain extent, it still tends to recommend popular items [30]. The PersonalRank algorithm proposed by Liu et al. is the most famous algorithm in graph-based random walks [31]. This algorithm alleviates the problems of cold start and sparse scoring when less information is available, and the main consideration is to improve the precision of recommendations. To improve the precision and diversity of recommendation algorithms and solve the problem of missing information, this paper proposes an improved method based on the internal similarity of users. This method balances and repairs the original recommendation score to generate a new recommendation list. Using internal similarity to reduce the
impact of popular items and increase the impact of cold items on recommendation results improves the long-tail mining ability of the recommendation system to a large extent.

3 Proposed Method

The suggested length of a manuscript is 10 pages. Each page in excess of 15 will be charged an extra fee. This section introduces the motivation for our proposed method, then conducts a detailed analysis of our proposed method and finally introduces the evaluation indicators we use.

3.1 Resource Model

We notice that the traditional CF method relies heavily on items purchased by two users. The more of the same items purchased, the more similar the two users are. The similarity of users is also related to their personal preferences. If the average similarity of items purchased by a user is high, it indicates that the user’s purchase preferences are relatively concentrated. The more it shows that the user has a specific preference habit, the more the user’s preferences can represent a hidden category of a certain type of item. If an item the user bought is purchased by other similar users similar, then the other items the user purchased are more likely to be purchased by others, so we believe that the more concentrated a user’s purchases, the greater their contribution to other users’ recommendations. The calculation method of user internal similarity (UIS) is shown in Eq. (1).

\[
\text{UIS}(u) = \frac{2 \sum_{i,j \in N(u), i \neq j} \text{sim}(i, j)}{\mid N(u) \mid \times \mid N(u) - 1 \mid}
\]  

In this paper, we propose a recommendation method to balance user similarity and use this method in user-based CF and mass diffusion. First, we convert the user-item bipartite graph into the user-item adjacency matrix form. Then, we calculate the similarity matrix of item-item and further calculate the internal similarity of each user. When the recommendation algorithm recommends for each target user, other recommended users contribute a score to their unpurchased items and multiply this recommendation score by the internal similarity of the recommended user to obtain the final recommendation list for the target user. Finally, the topN item with the highest score is selected according to the recommendation list to the target user, and the process is demonstrated in Fig. 1 below.

3.2 User Internal Similarity Collaborative Filtering

In the collaborative filtering algorithm, similarity calculation is a key step. There are many different methods for calculating the similarity. Cosine similarity is a similarity index that is used more frequently and has a better effect. Current researchers often use cosine similarity in CF. The similarity index used in this article is cosine similarity. The calculation of cosine similarity is shown in Eq. (2).
Figure 1: Flow chart of the user internal similarity recommendation

\[ \text{Sim}(u) = \frac{N(u) \cap N(v)}{\sqrt{N(u) \cdot N(v)}} \]  \hspace{1cm} (2)

\( N(u) \) and \( N(v) \) represent the collection of items that users \( u \) and \( v \) have interacted with.

In this paper, user-based CF is used to generate recommendation scores for items that the target user \( i \) has not interacted with. First, we determine all users \( j \) who have a common purchase behavior with the target user \( i \) and calculate the similarity between these users and user \( i \). Finally, for user \( i \), we can obtain the score of all the items he has not scored, as shown in Eq. (3).

\[ f_i^a = \sum_{u=v}^N S_{iu} \alpha_{va} \]  \hspace{1cm} (3)

\( \alpha_{va} \) indicates the rating of item \( a \) by user \( v \) because it is implicit feedback. If \( v \) has bought item \( a \), \( \alpha_{va} = 1 \); otherwise, \( \alpha_{va} = 0 \).

### 3.3 User Internal Similarity Mass Diffusion

The task of the recommendation system is to generate an ordered list of items that have not been purchased for the target user. Many recommended algorithms are inspired by the diffusion-like process. Mass diffusion initializes the resource \( f_a \) for the object \( a \), where all the resources on the object constitute the resource vector \( f \). Then, the resources between objects are reallocated according to formula \( f' = \omega f \), where \( \omega \) is called the resource transfer matrix.

The original recommendation algorithm that simulates the quality diffusion process is called the MD algorithm, also known as network-based reasoning (NBI) and ProbS. The recommendation process of the MD algorithm is as follows: for the target user \( u_t \), the initial resource vector of the object is defined as \( f_0 = a_{0a} \), where if user \( u_t \) collects object \( a \), \( a_{0a} = 1 \); otherwise, \( a_{0a} = 0 \). The transfer matrix \( \omega \) is shown in Eq. (4).
\[ \omega_{\alpha\beta} = \frac{1}{k_{\alpha}} \sum_{l=1}^{m} \frac{a_{\alpha l} a_{\beta l}}{k_{u_l}} \]  

(4)

where \( k_{\alpha} \) is the degree of item \( \alpha \), and \( k_{u_l} \) is the degree of user \( u_l \).

For the MD algorithm, inspired by K-nearest neighbor CF, we proposed improvements to the MD algorithm. The original MD algorithm is divided into three diffusion processes: the first is the initial resource allocation, and the second is that the item side transfers resources to the corresponding user and then performs the third mass diffusion. Before the third mass diffusion, we first select K users with the highest scores at the user side and only use the resources of the K users with the highest scores for the third mass diffusion. Then, after the third mass diffusion, the final item quality is obtained. Experiments show that our improved MD algorithm has better performance.

Then, we further combine the internal similarity of users to improve the MD algorithm. In the specific improvement method, for each user, the mass diffusion process is performed separately, and we obtain the final item resource score \( f_i^l \) of user \( u_l \), multiply it by the internal similarity of user \( u_l \) to obtain a revised recommendation score \( f_i^{l'} \), and then present topN recommendations to the user. For user \( u_l \), the resource score balanced by the user's internal similarity is shown in Eq. (5).

\[ f_i^{l'} = f_i^l \times UIS(l) \]  

(5)

2 Evaluation Index

The performance of the recommendation system can be determined according to the evaluation index, and the specific evaluation index used should be selected according to the type of recommendation algorithm. In topN recommendation, precision and recall are the most commonly used evaluation indicators by researchers. Therefore, to evaluate the proposed improved model, these two indicators are used as evaluation indicators to measure the prediction precision. Although the precision of the recommendation is very important, the novelty, diversity and long-tail mining ability of the recommendation are also very important. This paper uses five indicators: precision, recall, coverage, novelty and diversity.

Precision is the proportion of recommended items that users actually similar to in the test set occupy the recommended list. The higher the index, the better the recommended performance. The calculation of precision is shown in Eq. (6).

\[ Precision = \frac{\sum_{u \in T} |R(u) \cap T(u)|}{\sum_{u \in U} |R(u)|} \]  

(6)

Recall refers to the proportion of items that users actually like in the test set that occupies the recommendation list. The higher the index, the better the recommended performance. The calculation of recall is shown in Eq. (7).

\[ Recall = \frac{\sum_{u \in U} |R(u) \cap T(u)|}{\sum_{u \in T} |T(u)|} \]  

(7)

In addition to the two accuracy indicators precision and recall, the nonaccuracy indicators coverage, novelty and diversity are also very commonly used in the recommendation system.

Coverage is the most commonly used nonaccuracy indicator. Coverage describes the ability of a recommendation system to mine the long tail of items. There are many definitions of coverage, and the
simplest and most commonly used is the ratio of items recommended by the recommendation system to all items. The calculation of coverage is shown in Eq. (8).

\[
\text{Coverage} = \frac{\left| \bigcup_{u \in U} R(u) \right|}{|I|} \tag{8}
\]

The novelty index refers to the average popularity in the recommendation list given by the recommendation system. If the user has not heard of most of the items in the recommendation list, the novelty is lower. The calculation of novelty is shown in Eq. (9).

\[
\text{Novelty} = \frac{1}{N} \sum_{a \in O_K} d_a \tag{9}
\]

where \( O_K^u \) represents the set of the first \( K \) recommended items of user \( u \), and \( d_a \) represents the degree of item \( a \). The larger the index is, the more likely the recommendation algorithm is to recommend the more popular products. In contrast, the more likely it is to recommend the less popular products, the more likely it is to reflect the user’s interest.

Diversity describes the dissimilarity between two items in the recommendation list. The calculation of diversity is shown in Eq. (10).

\[
\text{Diversity} = 1 - \frac{\sum_{i,j \in R(u), i \neq j} \text{sim}(i, j)}{\frac{1}{2} |R(u)| \| R(u) - 1|} \tag{10}
\]

4 Experiments

4.1 Dataset

In this paper, we use two datasets, Last.FM and RYM (rate your music). In our experiment, we ignore the score, and the interaction between each user and the movie is 1 and that without interaction is 0. The Last.FM data collection collects the social network, tagging and music artist listening information of 2000 users. FM website. Rate your music (RYM) dataset is also a very common dataset for researchers, which comes from the music scoring website http://rateyourmusic.com. The distribution of these datasets is shown in the following table. To verify the performance of the improved algorithm, each dataset is randomly divided into two parts: 90% of the edges are training sets, and 10% of the edges are test sets. The training set is regarded as known information for recommendation, and the test set is used to evaluate algorithm performance.

This article uses two datasets: Last.FM and rate your music (RYM). In the experiment, we ignore the user’s rating of the items. The user’s interaction with the item is 1, and the noninteraction is 0. The Last.FM dataset collects information on social networks, tagging and music artist listening of 2,000 users on the Last.FM website. The rate your music (RYM) dataset is also a very common dataset for researchers, from the music rating website http://rateyourmusic.com. The distribution of these datasets is shown in Tab. 1. To verify the performance of the improved algorithm, each dataset is randomly divided into two parts: 90% of the connected edges are the training set, and 10% of the connected edges are the test set. The training set is regarded as known information for recommendation, and the test set is used to evaluate the performance of the algorithm.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Users</th>
<th>Items</th>
<th>Links</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Last.FM</td>
<td>1892</td>
<td>17632</td>
<td>92834</td>
<td>2.78 × 10^{-3}</td>
</tr>
<tr>
<td>RYM</td>
<td>3378</td>
<td>4489</td>
<td>66408</td>
<td>4.38 × 10^{-3}</td>
</tr>
</tbody>
</table>
4.2 Result

To test the effect of our improved algorithm on the CF algorithm and the MD algorithm, we performed experiments on the original CF algorithm and original MD algorithm and compared our improved algorithm. Both the CF algorithm and our improved MD algorithm are based on KNN, where $K$ is the core parameter in the KNN algorithm. In the experiment, we set different values of $K$ and observed the performance comparison between our method and the original algorithm under the conditions of different $K$ values.

(a) The precision of the CF algorithm on the RYM dataset

(b) The precision of the CF algorithm on the Last.FM dataset

(c) The precision of the CF algorithm on the RYM dataset

(d) The precision of the CF algorithm on the Last.FM dataset

Figure 2: Comparison between the original CF algorithm and the improved CF algorithm in the precision and recall evaluation indexes on RYM and Last.FM datasets

$K$ represents the number of nearest neighbors selected, and different $K$ values lead to different recommendation accuracies. The CF algorithm is sensitive to the value of $K$, and we chose $K$ in $[10–100]$. For the MD algorithm, the value of $K$ was not very sensitive, and we chose $K$ in $[100–1000]$. For the original CF algorithm and the improved algorithm, the performance of different datasets on the evaluation index of precision and recall is shown in Fig. 2.

We can see in Fig. 2 that regardless of the value of $K$ in the RYM dataset, our improved algorithm is superior to the original CF algorithm. With the increase in $K$, the precision of the algorithm first increases and then decreases and reaches the maximum value when $K = 30$. With the increase in the $K$ value for Last.FM, our algorithm became better than the original algorithm.

We also implemented the improved method on the MD algorithm. Because the MD algorithm is very similar to the CF algorithm, as shown in Fig. 3, the MD algorithm obtained precision and recall similar to the CF algorithm. Our algorithm had an absolute advantage on the RYM dataset. Consistent with the CF algorithm, our algorithm had no obvious advantage when the $K$ value was small in the Last.FM dataset. From the description of the algorithm, the smaller the value of $K$ we used, the lower the number of nearest
neighbor users selected, which led to fewer opportunities to use our improved method. From this point, it was proven that our algorithm can effectively improve the accuracy of the recommendation algorithm.

![Graphs showing precision and recall for different datasets.](image)

(a) The precision of the MD algorithm on the RYM dataset
(b) The precision of the MD algorithm on the Last.FM dataset
(c) The precision of the MD algorithm on the RYM dataset
(d) The precision of the MD algorithm on the Last.FM dataset

Figure 3: Comparison between the original MD algorithm and the improved MD algorithm in the precision and recall evaluation indexes on RYM and Last.FM datasets

Next, we further studied the performance of our algorithm on coverage, novelty and diversity. We conducted experiments on the two algorithms separately. Fig. 4 shows the performance of the improved CF compared with the original CF algorithm on coverage, novelty and diversity. It can be seen that in addition to the novelty indicator, our other improved algorithms are superior to the original CF algorithm.

![Graphs showing coverage for different datasets.](image)

(a) The coverage of the CF algorithm on the RYM dataset
(b) The coverage of the CF algorithm on the Last.FM dataset
Figure 4: Comparison between the original CF algorithm and the improved CF algorithm in the coverage, novelty, and diversity evaluation indexes on the RYM and Last.FM datasets

Next, we conducted experiments on MD and evaluated coverage, novelty and diversity. Compared with the CF algorithm, the performance of MD was more obvious, and its trend was basically the same as that of CF. As seen in Fig. 5, the indicators, except for novelty, of our improved MD algorithm were superior to those of the original MD algorithm.
5 Conclusion

In this paper, we proposed an algorithm framework that balances recommendation scores based on user internal similarity and applied our proposed method to both CF and MD recommendation algorithms. The experimental results we provided indicate that our hypothesis is correct, and the original recommendation scores given by recommendation systems do not fully utilize the information of a user’s individual behavior patterns. We reduced the weight of the recommendation effect for users who are active but have scattered interests and increased the weight of the recommendation effect for users who have concentrated interests, especially those who are inactive but with concentrated interests. Their information cannot be used well in the original recommendation algorithm, and we proposed a method of simply multiplying the recommendation score and the user’s internal similarity to mine as much of the relationship between users and the relationship between users and items as possible.

Researchers have been focusing on improving the accuracy of the recommendation system, and their proposed methods often lead to reduced coverage, novelty and diversity. The improved method we proposed not only improves the accuracy of the recommendation but also significantly improves the long-tail mining ability and the coverage and diversity of the recommendation system. We believe that our findings have a certain value for researchers to study recommendation system improvement. When faced with different recommendation system requirements, we can adjust the parameter K to obtain the desired effect.

We intend to further study how to extract the information of user behavior patterns and anticipate that the method proposed in this paper can provide some inspiration for researchers to research the recommendation system.

Figure 5: Comparison between the original MD algorithm and the improved MD algorithm in the coverage, novelty, and diversity evaluation indexes on the RYM and Last.FM datasets
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