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Abstract: This paper presents a novel algorithm for automated left atrial segmentation, from cine MRI sequences, 
using a modified deep CNN model. Segmentation of the LA is necessary for a variety of medical and similar 
applications. The analysis of the LA often involves manual tracing of the boundary of the chamber, which is subject 
to human errors, and is a complex and time-consuming process. An automated and precise LA segmentation model 
is thus quite desirable in society. The objective is to build a neural network based on the pre-trained CNN Inception 
V4 architecture and to predict a compressed vector by applying a multi-layer autoencoder, which is then to be back-
projected into the segmentation contour of the LA to perform delineation using open contours. Quantitative 
evaluations are performed to compare the proposed method with the current state-of-the-art U-net method. MR 
images are made to undergo Late Gadolinium Enhancement before it is used as input to the CNN model, improving 
the quality of the image. The CNN architecture was enhanced by adding convolution and ReLU layers which help in 
object-background separation. The model was trained using images from 1000 MRI patients. 
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1. Introduction 
 

Most existing methods of automated and semi-automatic cardiac chamber delineation focus on 
segmentation of the left and right ventricles. Automatic segmentation of the left atrium is much more difficult 
compared to the segmentation of the ventricles for a number of reasons. The size of the LA is relatively small 
compared to the ventricles. In addition, the boundaries are not clearly defined when the blood pool of the LA enters 
the pulmonary veins. Last but not the least, the variability of the structure of the LA is significant among different 
subjects. 

 
1.1 MRI 
 

Magnetic Resonance Imaging (MRI) is a crucial technology in clinical diagnostics. It allows people to view 
and analyze a variety of tissue characteristics, blood flow and distribution, and different physiological and metabolic 
functions. Much of this power comes from the ability to adjust the imaging process to be particularly sensitive to 
each of the characteristics being evaluated. It can be interpreted as a multipurpose imaging and analysis procedure 
that can be configured and optimized to provide answers to a wide range of clinical questions for virtually all parts 
and systems of the body. 

 
1.2 LA segmentation 
 

LA segmentation is needed to assess atrial size and function, which are important imaging biomarkers for a 
wide range of cardiovascular conditions, such as atrial fibrillation, stroke, and diastolic dysfunction. LA 
segmentations are currently done manually, which is time consuming and observer dependent. 
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Figure 1. Chambers of the Heart 

 
 Figure 1 shows the chambers of the heart and also the pattern in which blood flow happens within the heart. 
It can be observed that the ventricles are larger than the LA. The LA is at the top right corner of the figure as has 
been labelled. 
 

2. Materials 
 
 The tools for the model were chosen with the idea that it makes implementation of the design easier. The 
bulk of the needed tools are software tools and with regard to hardware tools, the only requirement is a PC with 
appropriate specifications. The tools utilized contained various functions and features which aided in various 
aspects, such as image processing, building of the model, testing the accuracy of the model etc. 
 
2.1 Programming Language 
 
 The programming language Python has been used for this project. It is often used to create websites and 
software applications, for automation of tasks, and to perform analysis of data. Python is a general-purpose 
language, meaning it can be used to build a variety of different programs and is not specialized for any particular 
problem. This versatility, along with its user-level friendliness, makes it very appropriate for this work. 
 
2.2 Libraries Used 
 

Python Libraries are a collection of related modules. They contain content bundles that can be used 
repeatedly in different applications. They make Python Programming easy and convenient for the editor. Python 
Libraries play a very important role in the fields of Mechanical Learning, Data Science, Data Viewing, etc. For the 
proposed model, the important libraries which were imported are opencv, scikit, tensorflow, numpy, and matplotlib. 
 

3. Methodology 
  

This model uses Inception-V4 pre-trained on ImageNet Large Scale Visual Recognition Competition 
(ILSVRC) datasets and updates network parameters to be used with MRI datasets. The first convolutional layer and 
the last fully connected layers are modified by varying their initial weights. Inception-V4 is trained on 3-channel 
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RGB color images different from the MRI dataset used in this study, which consists of gray scale values. For this 
reason, CNN's 3 channels were reduced to 1 channel. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Methodology 

 
The ImageNet version of the algorithm comes with 1000 categories and a softmax layer as the last layer. 

However, it does not include an approach for estimating object boundaries, and therefore the task of estimating the 
segmentation contour (i.e., vector 482_1) must be developed for the proposed problem. Therefore, the last layer of 
the pre-trained network (softmax layer) is cut and replaced with a new softmax layer of size 482. The flow of the 
methodology is shown in Figure 2. In the proposed neural network approach, the mean square error (MSE) is used 
as the loss. Stochastic gradient descent function (Adam version) was used as the optimizer. 

 
3.1 Dataset 
 
 The proposed method and the U-net approach were trained and tested on a dataset of over 1000 MRI 
patients obtained at the University of Alberta hospital. The study was approved by the University of Alberta Health 
Research Ethics Committee. Evaluations were performed on 20,000 images obtained from 200 patients compared to 
manual segmentation of LA from 2-, 3-, and 4-chamber long-axis MR image arrays. Manual segmentation of the 
basic truth was initially performed by a medical student using semi-automatic software, and the contours were 
corrected by an experienced radiologist. 
 
3.2 Data Preprocessing 
 
 MR images are available in different sizes or dimensions. Therefore, the images need to be resized to fit the 
network input shape. The input for the proposed mesh is a 2D MR image of size 299_299 and the output is the 
segmentation boundary, i.e., the stacked coordinate points (x; y) of the boundary. 241 even points (x; y) have been 
used and stacked to form a vector of dimension 482_1. In the proposed approach, CNN directly estimates the hidden 
representation of the segmentation using an explicit boundary. Therefore, scaling raw images to any size does not 
affect the estimation of stroke positions. For U-net, each input image and segmentation mask are resized to 256_256. 
 
3.3 Convolutional Neural Network 
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A Convolutional Neural Network, also known as a CNN or ConvNet, is a class of neural networks that 
specializes in processing data with a grid-like topology, such as an image. A digitized image is the representation of 
an image in binary values. It contains a series of pixels arranged in a grid-like fashion that contains pixel values to 
indicate the brightness and color of each pixel. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3. Depiction of a Convolutional Neural Network 
 
Figure 3 shows the brief structure of the convolution layer that has been used for the proposed model. The 

human brain processes an enormous amount of information the moment it sees an image. Each neuron works in its 
own receptive field and is connected to other neurons in order to cover the entire visual field. Just as each neuron 
responds to stimuli only in the narrow region of the visual field called the receptive field in the biological vision 
system, each neuron in a CNN also processes data only in its receptive field. The layers are arranged in such a way 
as to detect simpler patterns (lines, curves, etc.) first and more complex ones (faces, objects, etc.) later on. Using a 
CNN, it is possible to enable the view to computers. 
 
3.4 Dimensionality Reduction Using Autoencoders 
 

An autoencoder is a type of artificial neural network used to learn efficient coding in unsupervised learning. 
The validation of the encoding is done by trying to recreate the input from the encoding procedure itself. The 
autoencoder encodes for a data set, typically for dimensionality reduction, training the network to ignore noise. 
There are variants that aim to force the learned representations to take on useful properties. 

 
An autoencoder consists of two major parts, firstly an encoder which maps the input into the code and a 

decoder which maps the code back to a recreation of the input. The simplest way to perform the copy task perfectly 
is to duplicate the signal. Autoencoders are forced to reconstruct the input in a rough manner, preserving only the 
most significant aspects of the data. 

 
The size of the hidden layer is smaller than the input layer in autoencoders, and in this case it is 50. By 

reducing the hidden layer size, the network is forced to learn important properties of the dataset. The main reason 
autoencoders are used is to reduce dimensionality and reconstruct the original contour from hidden representation. 
The nonlinearity of autoencoders captures spatial information about the shape and sharp edges of the segmentation 
contour. Before calculating the latent representation, the nonlinear activation function is applied, the rectified linear 
unit (ReLU), to introduce the nonlinears in the linear output. 
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In the proposed application, first a multilayer autoencoder was used and trained with the segmentation 
contour, namely the vector 482_1 (241 x coordinates and 241 y coordinates) and the bottleneck dimension is 50_1. 
The CNN is then trained with the target as the bottleneck vector (i.e., 50_1 latent representation) of the autoencoder. 
After the CNN's prediction, the decoder part of the autoencoder is added and the CNN's prediction (i.e., vector 50_1) 
is passed through the decoder to reconstruct the original 482_1 vector that produces the segmentation contour. 
 
3.5 ReLU Layer 
 

The rectified linear unit (ReLU) has become very popular in recent years. Calculate the function ƒ (κ) = 
max (0, κ). In other words, activation is simply a zero threshold. Compared to sigmoid and tanh, ReLU is more 
reliable and accelerates convergence by six times.  

 
Unfortunately, one drawback is that ReLU can be fragile during training. A large gradient running through 

it can update it in such a way that the neuron is never updated further. However, work can be done with this by 
setting an appropriate learning rate. 
  

4. Results and Discussions 
 

The targeted accuracy in this project was set at 95%. The model was made with the focus that it should plot 
a contour more accurate than existing CNN models. The performance comparisons will be discussed in further 
detail. The predictability of the model is perceived by the accuracy it achieves on the validation set as well as the 
visualization of the predicted vector. The imported libraries provide useful tools and functions to find out the 
accuracy of the model. 
 
4.1 Results 
 

A loss function helps to optimize a machine learning algorithm. Training and validation dataset helps to 
calculate loss, and its interpretation depends on the model performance on the two clusters. It is the sum of the errors 
made for each sample in the training or validation sets. The loss value indicates how badly or well a model behaves 
after each optimization iteration. 

 
An accuracy metric is used to measure the performance of the algorithm in an interpretable way. The 

accuracy of a model is usually determined after the model parameters and is calculated as a percentage. It is a 
measure of how accurate the model's prediction is compared to actual data. 
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Figure 4. Accuracy and Loss graphs for a Regular CNN Model 
 
 
 

Figure. 4 represents the accuracy and loss graphs for a regular 3 Layer CNN model. It can be inferred from 
these graphs that even after 500 epochs, the model isn't being able to reach a desirable validation accuracy. The 
batch size used was 16. The validation accuracy is at 54% while the validation loss is at the 1.7 mark. These are 
undesirable and unsatisfactory values which cannot give accurate results. Even though the training accuracy and loss 
values are appropriate, standing at 95% and 0.0979 respectively, the model fails the test phase. 
 

 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 5. Accuracy and Loss graphs after Training the Model 
 

Above are the accuracy and loss graphs, depicting the accuracy and loss respectively. The training accuracy 
starts logarithmically growing over the duration of the training and stabilizes at about 97% after 100 epochs. The test 
accuracy shows a similar trend but stabilizes at 96%. An exponential decrease in the loss graphs for both train and 
validation were seen. Loss for the train dataset stabilizes at about 0.0305 and that of the validation dataset stabilizes 
at about 0.0372. Both sets of values are desirable and satisfy the initial set targets, and they are significant 
improvements to the ones obtained from a regular CNN model. 
 
4.2 ResNet18 
 

The proposed model was trained for 100 epochs, and the training accuracy stabilized at 97% while the 
validation accuracy stabilized at about 96%.  The Resnet18 is a CNN which is trained on more than a million images 
from the ImageNet database, and its accuracy is about 91%.  
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Figure 6. ResNet18 Accuracy 
Thus, the proposed model outperforms the existing Resnet18. Figure 5 shows the accuracy obtained on the 

dataset by the Resnet18 model. As can be seen, this model obtained an accuracy of 90.77% which is more than 600 
bps lower than the proposed model. Thus, a very prominent difference exists between the two methods and it can 
clearly be concluded that a significant improvement has been made in the proposed model. 
 
4.3 Dice Coefficient and Hausdroff Distance 
 
 The dice function is none other than the F1 score. This loss function directly tries to optimize the F1 score. 
Likewise, the direct IOU score can also be used to perform optimization. The Hausdroff distance is a technique used 
to measure the similarity between the boundaries of basic truth and the predicted ones. It is calculated by finding the 
maximum distance from any point in one boundary to the closest point in the other. Direct reduction of boundary 
loss function is a recent trend and has been shown to provide better results especially in use cases such as medical 
image segmentation where exact boundary identification plays a key role. 
 

Table 1. Dice Coefficients and Hausdroff Distance 
  

 Dice Coefficients in % Hausdroff Distance in mm 
No. of Chambers U-net Proposed Model U-net Proposed Model  

2 93.3 ± 3.1 94.2 ± 3.2 7.7 ± 6.3 4.1 ± 3.1 
3 92.5 ± 3.9 92.4 ± 4.0 16.2 ± 22.8 4.8 ± 3.9 
4 88.7 ± 11.1 92.7 ± 3.8 11.9 ± 11.0 3.8 ±  3.2 

 
Table 1 shows the evaluation of the results of the automated segmentation by the proposed method and U-

net in terms of dice coefficient (DC) and Hausdorff distance (HD) compared to expert manual segmentation on 
20000 images. The mean values ± standard deviation is reported for each metric. The higher the dice coefficient or 
the shorter the Hausdorff distance, the better the results. 
 
4.4 Predictability 
 
 The predictability offered by automated ML models enables people to derive meaningful insights from data 
and improves decision-making abilities that were previously limited by conditional fixed rules. It is not probability 
that needs to be improved by these ML models, but the ability to predict that probability that needs to be improved 
to make actionable decisions.  
 

Figure 6 shows the predicted segments obtained in 2-, 3- and 4-chamber images. The model predicts a 
compressed vector which is visualized. The green contour is the prediction of the proposed model while the red one 
is that of the existing U-net method. The yellow contour shows the prediction of a 3-layer CNN model. It can be 
inferred from the above figure that the proposed model predicts a more appropriate contour and segments the left 
atrium more accurately. This higher accuracy is achieved by LGE and further layers added in the CNN. 

 
The proposed neural net based on pre-trained CNN Inception V4 architecture was built and trained over the 

dataset successfully. An accuracy of 97% was achieved on the training dataset and an accuracy of 96% was achieved 
on the validation dataset. Appropriate contours were drawn by the model highlighting the left atrium of the heart 
accurately.  
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Figure 7. Predicted Segments 
 

5. Conclusions and Future Scope 
 
 This paper proposes a new method for automatic segmentation of the left atrium (LA) using deep CNN 
powered by autoencoder. LA segmentation is very difficult even for specialists as there is no strong demarcation line 
to segment the structure on MRI. By applying the autoencoder, a robust structured regression approach was applied 
to the proposed model. The proposed approach includes autoencoders to achieve delineation using open contours. 
Clear contour-based segmentation is essential in clinical calculation. Measures such as strain and strain rate that 
exclude the mitral valve in the calculation, whereas current machine learning-based methods such as U-net rely on 
semantic segmentation, which may include the mitral valve and is not suitable for generating such clinical 
measurements. 
 
5.1 Conclusions 
 

● The proposed neural net model based on pre-trained CNN Inception V4 architecture was successfully built.  
● An accurate compressed vector was predicted by applying a multi-layer autoencoder, which was then back-

projected into the segmentation contour of the LA to perform the delineation using open contours. 
● Quantitative assessments were performed to compare the performances of the proposed method and the 

current state-of-the-art U-net method. 
 
5.2 Future Scope 
 
 Future developments include the design and development of a new custom loss function and separation of 
the structures of PVs from the common segmentation of LA and PVs, evaluation of the performance measure of the 
LA chamber alone without PVs. In addition, having 3-D LA models and patient-specific fibrosis distribution, the 
approach can be used as a first step for 3-D fibrosis measurement. The use of an edge detection technique and a 
redesigned problem optimization in a three-dimensional space, i.e., a stack of all cine frames. Other limitations, such 
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as differences in image quality and resolution, or the emergence of scanner manufacturer-specific image artifacts, 
should be taken into account for future clinical application. 
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